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Preface

Since 26 years the MIXDES Conference is a forum devoted to recent advances in micro- and nanoelectronics design
methods, modelling, simulation, testing and manufacturing technology in diverse areas including embedded systems,
MEMS, sensors, actuators, power devices and biomedical applications.

Due to the coronavirus (COVID-19) pandemic, the Scientific and Organising Committees have decided this year to
hold a virtual conference. We are extremely disappointed that is was not possible to meet in person but despite this,
the presentations and discussions were efficient.

The program of the conference consisted of three days of sessions starting each day with invited talks. The following
invited talks were presented:

*  Maximizing the Efficiency of CMOS Front-illuminated Solar cell for Self-powered loT Sensor Applications
Poki Chen (National Taiwan University of Science and Technology, Taiwan)

*  Miniaturized Sensors for Planetary Applications
Mina Rais-Zadeh (NASA Jet Propulsion Laboratory, California Institute of Technology, USA)

»  Semiconducting Oxide Electronics for Newly Emerging Applications
Arokia Nathan (Cambridge Touch Technologies, Cambridge, UK)

»  Sensor Design Made by Bosch
Mike Schwarz (Robert Bosch GmbH, Germany)

The Qucs/QucesStudio and Qucs-S Graphical User Interface: An Evolving "White-Board" for Compact Device
Modelling and Circuit Simulation in the Current Era
Mike Brinson (London Metropolitan University, UK)

The program of MIXDES 2020 also included two special sessions:

*  Compact Modeling Support for Micro and Nanoelectronic System Development
organised by D. Tomaszewski (Institute of Electron Technology, Poland) and W. Grabinski (GMC, Switzerland)

*  Fusion Diagnostics I&C Workshop
organised by S. Simrock (ITER, France) and D. Makowski (Lodz University of Technology, Poland)

In addition to the technical sessions, opportunities for the conference attendees was (free of charge) EDS
Distinguished Lecturer Mini-Colloquium: “Semiconductor-based sensors - technology, modeling, applications",
organized by ED Poland Chapter with collaboration of Institute of Electron Technology, Warsaw, Poland, which took
place June 27, 2020.

Number of presented papers and authors by country

Number of Number of Number of
Country Country Country
papers | co-authors papers | co-authors papers | co-authors

Austria 2 7 Iran 1 3 Slovakia 1 2
Brazil 2 12 Italy 1 2 Switzerland 0 1
Czech Republic |0 1 Lithuania 1 2 Taiwan 1 1
Egypt 0 1 Peru 1 3 UK 3 2
France 2 12 Poland 27 58 USA 1 3
Germany 4 12 Portugal 1 2
Greece 1 7 Saudi Arabia 1 2 Total: S0 133




Number of authors by country

Austria Greece Brazil
5% 5% 9%
-\ /

France
Others 9%

19% ~ e

- Germany
9%

|
Poland
44%

All regular papers were reviewed and selected from submissions from 19 countries. The organisers would like to
thank all the distinguished scientists who have supported the conference by taking part in the International
Programme Committee and reviewing contributed papers.

We hope that you are safe and healthy and remain so, and we will meet together next year in Wroctaw,
June 24-26, 2021.

£0dz, June 2020 Andrzej NAPIERALSKI
Department of Microelectronics and Computer Science
Lodz University of Technology, Poland
General Chairman of MIXDES 2020
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Abstract—In this paper the sensor design made by Bosch,
one of the world’s largest supplier of micromechanical sensors
in automotive and consumer applications, is briefly introduced.
The design is one of the key elements to bridge the different
domains between process technology, electronics, system and
customers needs. The here presented flow and methodology
ensures an integration of all perspectives from prototyping to
series production. Examples of typical Sensor/MEMS design
including various mechanical and electronical constraints are
given.

Keywords—MEMS, micromechnical sensors, design method-
ology, automotive applications, consumer applications

I. INTRODUCTION

The design is one of the key parts within the development
process of new sensors. It bridges the physics, e.g. the physi-
cal process, process development, electronic circuit(s), ASIC
interface and the customer (market) requirements. The need of
design, simulation and modeling methodologies is therefore
an essential part in the product development cycle. They
enable to concentrate on the Key Performance Index (KPI) of
sensor and beyond future performance improvements. Further-
more, knowing the design and interaction between the various
system components allows for a significant sample phase
reduction and the ”l1st time right” approach. This ensures
finally criteria as high functionality, yield and reliability of
micromechanical devices in mass production.

To emphasize the reader for the demand of sensor de-
sign and parts of its methodologies one notice the pene-
tration of sensors and sensor systems. Sensors are almost
everywhere, dominating humans life every minute within
electronics and/or sensor interfaces, e.g. for automotive and
consumer applications. To give some rough numbers, a car
typically contains more than 50 sensors made of Micro Electro
Mechanical Systems (MEMS) and a mobile phone between
20-25 sensors [1]. Today the MEMS and sensor market
represents more than 10% of the total Integrated Circuit (IC)
market, as more and more MEMS devices and sensors are
integrated in products, such as MEMS, image sensors, RF
filters, etc. in consumer and automotive [1]. In a few years
the global amount of MEMS sensors will reach more than
80 billion [2]. For improving sensor performance combined
with new features and smaller development cycles, enhanced
design flows and methodologies are required taking criteria
into account such as quality, cost effectiveness, reliability and
time to market.

The paper is organized as follows: Section II gives an
overview in the design flow and methodologies as influence

strength analysis, models, process- and device simulations,
multi-domain and mechanical structure simulations, artificial
intelligence and big data. Within section III some specific
sensor design examples are highlighted using the presented
approaches. Finally, the paper is closed by a conclusion in
section IV.

II. DESIGN FLOW AND METHODOLOGY

New sensor development for industrial mass production
requires various recursions of design, process verification
and optimization, and testing of system specification. Each
sample phase requires a characterization of the samples with
a benchmark of the design, layout and wafer processing.
Especially, the challenges and topics of micromechanical
sensors, i.e. dedicated processes and equipment, processes
contamination risks to ICs, combined design and control of
mechanical and electrical parameters, controlling the influence
of mechanical stress of package, e.g. temperature influence,
mold, etc., testing of physical parameters, and robustness
and media compatibility (e.g. for pressure, flow sensors)
need to be addressed during each sample phase. If required
additional loops of all these development steps have to be
fulfilled to achieve a high functionality and reliability of the
micromechanical sensor device. The typical design flow at a
certain sample phase is given in Figure 1.

It is obvious that process parameters as doping, tempera-
ture, pressure, and lithography (denoted as P; ... P,) always
vary to some rate by its nature of fluctuations. These results
in deviations of geometry (Gy ... G,) as layer thickness
variations or structure loss due to mask underetching. Besides,
material (M ... M,) as the elastic modulus or thermal
expansion of the micromechanical structure vary by natural
fluctuations. During the sensor design one has taken into
account each of these aspects. The results of these spreads
are variations of the functional parameters, e.g. sensitivity,
frequency, temperature coefficient, higher order parameters,
etc. [3].

The design itself is established by complex models, which
represent the physical and system behavior of the sensor and
sensor system. The model G;, M; and system parameters S;,
e.g. operating voltage, temperature range, etc. act as input for
the physical models to describe the functional parameters of
the sensor element. The distributions of the model and system
parameters including their c,,-values have to be known from
process monitoring. Design parameters D;, e.g. structural
length and width, also taken as input of the physical models.

Copyright © 2020 by Department of Microelectronics € Computer Science, Lodz University of Technology 13
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Fig. 1. Schematic design flow for micro-electro-mechanical sensors.

The relationship of functional parameters to model param-
eters is

Fy = f(Gi, M;, Si, D;) . (1)

Every function parameter of the sensor, e.g. sensitivity, or
temperature coefficient of sensitivity, etc. requires an ana-
lytical expression, numerical Finite Element Method (FEM)
simulations or empirical studies (multi-chip designs) for Fj.

A design check of various modifications requires a Monte
Carlo based yield prognosis and an Influence Strength Anal-
ysis (ISA) to identify optimization parameters with the most
signifcant impact on performance improvements.

A. Influence Strength Analysis & Monte Carlo

The ISA, a methodology to identify the most critical
parameters of a design identifies the influence and sensitivity
of single parameters G;, M; or S; on the function parameters
F;. This allows for the optimization of the most critical
parameter in the design and/or process.

The basic idea is to represent a model parameter by its
nominal (actual operation point), and lower and upper limits,
+30 of a probability function. The influence of these model
parameters onto function parameter(s) should be within the
specification (lower and upper limit). The influence is then
defined as the distance between variation and nominal divided
by the distance between specification and nominal value [3]—
[7].

The representation of the actual operation point of a prob-
ability function is made via Monte Carlo simulations. This
method takes into account process tolerances in the mass
production of sensor devices. These can be derived from
simple functions, e.g. Gaussian or more complex functions,
e.g. Rayleigh or Weibull or from process monitoring. The

14

Monte Carlo analysis itself selects randomly from a various
set of these parameters.

To obtain a sufficient statement of the distributions for
the functional parameters depending on the input parameters,
the random analysis has to be repeated many times, e.g.
approximate 1000 shots, which is a typical value for the
amount of Monte Carlo runs.

The number of model parameters can vary between 50
and more depending on the present information. The number
of the functional parameters is between 10 to 20 depending
on the sensor type and customer requirements. The strength
analysis for a functional parameters F is obtained by the root
of the square sum of the single model parameter influences
[31-[71.

The proof of the sensor design with the ISA is a very useful
method to identify potential risks of yield losses. Futhermore,
the value of the strength analysis define the required action. Is
the value 0, no influence is observed by any model parameter.
A value below “one” states an allowed scattering of all model
parameters and an expectation of high yield. Values above
“one” for the strength analysis offer a potential risk and yield
losses, even for an allowed scattering of a model parameter but
its scattering impact is significant on the function parameter
limits.

Of interest are values above “one” for a design at its sample
phase, because these identify the parameters to be improved.
Further details of the methodology and details in calculation
can be found in [3]-[7].

B. Models

The accuracy of the prediction depends on the model
description. In general one can correlate the complexity of
a model with its accuracy and effects to be included.
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However, every type of model has its validity during
the various sample phases. In an early development phase
an analytical model description including first and maybe
second order effects is resonable to concentrate on the key
performance parameters.

With the development progress the demand for more precise
and powerful models can require the shift from analytical
description to Finite Element Method (FEM) models. This
depends on the demand of information required and the expe-
rience of the used technology. Furthermore, the point of view
defines the needs of such simulation. In an early development
phase the sensor element itself is of interest, while in the later
development complete system simulations and the interaction
might be in the focus. However, such simulation require
more computation power and limit therefore the space for the
Design of Experiments (DoE). Here, in general corners and
worst case predictions are made and as first rough assumption
gaussian distributions assumed if no further information is
available. They are fed backwards into more simple sensor
model descriptions.

Nevertheless, the experience of the design and development
progress can allow for the Reduced Order Models (ROM)
methodology. Such methodologies can improve the speed
during the design and samples phases and allow for larger
DoEs in contrast to FEM simulation models.

C. Process and Device Simulation

At a certain phase during the design, the need of more ada-
vanced simulation support is required, because the complexity
in interactions of semiconductor physics cannot be modeled
by pure analytics.

On top, additional boundary conditions have to be taken
into account. The most critical and contradictory one is the
simultaneous development of the sensor/MEMS process, due
to the interaction of mechanics and electronics within the
design. The consideration of “floating” boundary conditions
requires special design flows.

Here, the process and device simulation enter the game
and bridge the interface between technology and design.
Furthermore, it acts as part of the model verfication between
sensor process and model parameters as shown in Figure 1.
Depending on the demands and needs, those simulation can
represent a part of a process or a complete geometrical design
in a process simulation with applied physics from device
simulation towards the extraction of classicical current voltage
characteristics. As one may see, from the design flow (Fig.
1), such simulation methodologies can target the technology
pillar or the design pillar with the modeling itself.

To emphasize one in the need of such methodologies, a
brief example is given. As a support for technology in an early
design phase, a process simulation can help in extraction of
first distributions of specific process parameters. Huge DoE
can be applied without processing lots of wafers. If one is
interested in the distribution of the spread of implant dose or
energy and its impact on a resistivity parameter, setup the DoE
and extract the distributions for the models and design. This
saves cost and time of huge statistics in an early design phase.
Finally, some corners are required to benchmark simulation
vs reality.

An extension of this is the full simulation of a geometrical
design with a calibrated flow as shown in [8]. Here, identical
options as for a single process step are available. The possi-
bility to setup a DoE on each single process steps may give
some first guess of the impact and spread on specification
parameters. Nevertheless, one should consider the amount of
time required to simulate a DoE with such a complexity. Here,
a trade off between complexity and benefit has to be choosen
and in comparison to the ISA methodology, in here no
Monte Carlo approach is available. This limits the capabilty.
However, by combining intelligent corners and simulations,
it is possbile to capture the most significant parameters and
spreads.
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Fig. 3. Neural network or deep learning networks used to identify with big data hidden correlations.

To introduce one the methodology behind, here it is briefly
introduced. More detail can be found from Schwarz et al. in
[9]. The methodology flow including different aspects is given
in Figure 2.

The methodology starts with process, its comic and detailed
descriptions of the parameters, e.g. the implants of the species,
dose, energy and tilt, etc. Afterwards, a calibration of the
process is usually required to adjust the models to reality,
to adopt the difference in each process and the physical
behavior. The need for calibration by e.g. Secondary-lon Mass
Spectrometry (SIMS), Spreading Resistance (SPR), and/or
Scanning Spreading Resistance Microscopy (SSRM) is re-
quired, because the process differs from fab to fab and even
tool to tool.

Afterwards, device simulation with well-known physical
models of solid state physics can be performed, including
various investigations, e.g. IV curve analysis, extraction of
geometrical effects, etc. Furthermore, the behavior over tem-
perature and charge influences on the device performance can
be investigated by DoE of process simulation and device sim-
ulation. The possibility for combinations is almost unlimited,
except the required time for large DoE.

Finally, the verification with structures, e.g. SIMS boxes,
Process Control Monitor (PCM) structures and device charac-
terizations are done to proof and benchmark the simulation.
The gained knowledge is fed back to the beginning of the
design-flow to re-calibrate for instance deviations or effects,
which have not been considered initially.

D. Multi-Domain and Mechanical Structure Simulations

Besides the process and device simulation possibilities,
which allow for multi-domain simulation in a limited domain,
multi-domain simulation i.e. mechanical, thermo-mechanical,
fluid-dynamics, and magnetic domains are of interest during
the chip design with almost full functionality. Here, the sim-
ulation domain generally include full sensor/chip dimensions,
packaging and/or ASIC.

Especially, the interaction and cross coupling of the com-
ponents and multi-domains are in the focus. Here, one wants
to figure out the various impacts on the sensor, i.e. housing/-
mounting influences in terms of stress and thermal impacts
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or stability and modal analyses of current and/or new sensor
designs.

Of importance to such simulation enviroments is the inter-
face between design and layout. To simulate and predict the
expected influences, it is recommended to included the struc-
tures of interest as precise as possible. Therefore, parts of the
sensor reasonably generated by the design and included into
the layout as designed with all the required layer information.

Finally, this procedure/flow include predicted process toler-
ances from the design perspective and consider the limitations
given by the layout rules at all.

E. Artifical Intelligence and Big Data

A new methodology used during the design phases is the
Artificial Intelligence (AI) and Big Data (BD) approach. The
combination of both enables the enhancement of models in a
way, which was not present a few years ago.

Al and BD are used to feed and enhance simulation models,
physical models, etc., which allows for prediction of critical
components and enhanced physical understanding for the
demands and boundaries.

To make that happen Al is one of the potential future fields
to make the most of technology and release the maximum
potential. Topics such as BD make it possible to bundle
existing data, which arise during production, to detect hid-
den correlation, influences, etc., which until now have been
unknown and/or played a subordinate role. To emphasize
one, such hidden correlations could be identified by the use
of Neural Networks (NN), Deep Learning (DL) or similar
statistical methods.

In terms of NN/DL, as depicted in Figure 3, one may
train the network with the amount of data of PCM, and
characterization data and extract those weights which are
the most signifcant. This way, one may be able to identify
hidden correlations. The importance here lays in the data
preparation and knowledge one invests during the setup of
such an enviroment.

In addition, this method allows estimates of future restric-
tions, recognize them early in the process or design and
thus influence the design or roadmap. Furthermore, it allows



for decision of trade offs and various decision trees. An
example might be a pressure sensor. Especially, during the
interaction between electronics and mechanics, the mechanics
plays a decisive role with attention to the overall system. By
significantly improving parameters such as resolution, sen-
sitivity and accuracy with respect to mechanics, new design
capabilities are provided, e.g. in the electronics, or vice versa.

Furthermore, the subject of Al is also associated with In-
dustry 4.0 (I4.0), where topics such as predictive maintenance
and the interaction on sensor performance parameters are a
significant part. For example, drifting, aging of tools like
implanter, etc. and its influence on specification parameters
of sensors may give the engineer the required knowledge for
robust future designs and the freedom to extend the design
space.

III. SENSOR DESIGN EXAMPLES
A. Diode Simulation and Modeling

A typical example of the bench of design methodologies
and their application is given during this example. The
integrated diode, acting as temperature sensing element is
modeled, calibrated and simulated as in [3], [8], [9] in detail
explained. Here, a brief review is given from the global design
perspective.

First, as in section II-C presented, the process and device
methodology is accomplished with all its implications of
calibration and verification. Once this is done detailed studies
of device functionality and evaluation of various process
corners and their impact onto device performance are taken
into account and verified against measurements of the process
variants. Both, PCM data and cross sections of process and
device simulation are used to model the diode device for the
inhouse Monte Carlo simulator of section II-A.
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Fig. 4. Comparison of process simulation vs SEM image of chamfered edges.

Here, it is the aim to create a Monte Carlo compact
model of the diode [8], which enables to consider process
distributions and tolerances of dominating process, geometry
and design parameters. This allows for analysis of influence
strength and yield prognosis by analyzation of such tolerances
onto the diode performance parameters i.e. diffusion voltage
(offset) or temperature coefficients. Furthermore, it enables
the possibility in a reasonable amount of time for e.g. 10000
Monte Carlo shots in a few minutes compared to FEM
simulation with several hours each.

TABLE I
EXEMPLARY DOE FOR BOTTOM ISOLATION.

Process (M7) Dose Buffer Etch rate (M3)
+10% | smaller arget
Bottom Isolation Implant (BI) :}83; larger
—60% 1 larger provoke

1) Diode Influence Processes: As an initial example a
study of the key process parameters with focus on the possible
maximum reductions is presented. Here, various corners were
simulated and processed in a DoE to verify the limitations
given by different critical process steps (M;), e.g. doping
concentrations. Impacts of these on device performance pa-
rameters, such as offset (F}), temperature coefficients (F3)
and breakdown voltage (F3) were extracted. From that a
behavioral model with a potential design parameters (D;)
were developed to judge the limitations of critical process
steps.

Fig. 5. Chamfered edges of critical emitter component.

In the example a special focus was taken on the backend
of the diode, e.g. contact hole etch process and its influence
on device functionality. Here, the from the process simulation
(Figure 4) the critical component relies at the emitter contact.
If the etch rate is too high, a influence on the device perfor-
mance is expected. This is caused by the extrinsical induced
influence of the etch process on the space charge region
of the diode, which finally influence the offset, temperature
coefficients and breakdown voltage. This is visualized in detail
in Figure 5 for the emitter contact.

As explained above, various influences were analyzed by
simulation and silicon. Etch rates as well as process steps
in the front end with expected significant impacts were
considered in the DoE. Simulation support was considered for
significant diffusion process steps, as well as for variations
in implant doses and thickness variations of the epitaxial
layer. Silicon was processed for implant variations, epitaxial
thickness variations and various etch rates and cross checked
with simulation expectations.

A buffer from the etch edge towards the space charge
region as a potential design parameter (D;) was extracted.
It defines the etch rate to provoke a failure and significant
influence on the diode performance parameters (Figure 6).
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Furthermore, one provoke a single process step and improved
his counterpart to extract potential improvement possibilities
and judge on the significance of each process step.
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Fig. 6. Definition of the buffer (D) to validate the process influences.

In the following two process step examples and their
influences for two etch rates are benchmarked against each
other by the impact on the performance parameters as offset
and breakdown voltage.
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Fig. 7. 1D simulation of the the well formations for a target and corner

process with normalized values.

The first process step considers the bottom isolation (BI)
and the second the nwell (NW). Both processes act contra-
dictonary and define the performance of the bipolar transistor
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TABLE II

EXEMPLARY DOE FOR NWELL.

Process (Ms) Dose Buffer [ Etch rate (M3)
o larger target

Nwell Implant (NW) ;11%‘200 smaller
+1400% | larger | provoke

and/or transdiode. Futhermore, as one may observe in Figure 7
from the backend point of view they define the buffer towards
the pn-junction and space charge region.

A part of the DoE for the bottom isolation is presented in
Table I including the expectations in terms of the buffer and
finally on the device performance parameters. The correspond-
ing measurements at a certain operation point are visualized
in Figure 8, where certain simulation results marked as well.
Here, one clearly see the dependencies as expected.

Etch rate: target Etch rate: provoke
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Fig. 8. Exemplary results for a bottom isoloation (A1) provoke for two
different echt rates (M3) on offset Vpro (F1) and breakdown voltage Vpr
(F3).

The nominal/target etch rate in combination with the bottom
isolation variances offer a variation of the operation point due
to the shift of the pn-junction by the overcompensation of
the counterpart of the nwell. This also influences and lowers
the breakdown voltage. By decreasing the doping the buffer
enhances and the opposite behavior is observed, see Figure 8.

If one move forward to the provoke of etch rate in com-
bination with variation of the bottom isolation, the picture as
expected and visualized in Figure 8 result. The target dose
in combination with the provoke of the etch rate result in a
huge spread for the offset and breakdown voltage. This results
from the impact of the etch process onto the space charge
region by extrinsic Shockley-Read-Hall (SRH) recombination
phenomenon. The lower the dose, the higher the buffer, the
lower the spread of the offset. However, the impact is still
present, because the spread off the breakdown voltage is
almost unaffected by the variation.
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The second part of the DoE deals with the nwell as
presented in Table II. The corresponding measurements at a
certain operation point are visualized in Figure 9.

The nominal/target etch rate and nwell variations show the
typical dependency as from physics expected. The higher the
dose, the larger the overcompensation of the bottom isolation
and a shift towards the buried layer results, which drops
the offset by a certain amount. Furthermore, the breakdown
voltage enhance due to more available space of the space
charge region within the nwell as first order approximation.
The opposite occurs when decreasing the dose.

The more interesting part and results are shown for the etch
rate provoke. The target dose shows a huge spread for offset
and breakdown voltage. Increasing the dose by +10% offers
a small improvement, where the dose increase of +1400%
to generate a surface concentration increase of one order
shows significant performance boost in both parameters, offset
and breakdown voltage. The effect obviously result from the
enormous pn-junction shift into the bulk and furthermore
offer spread improvements. However, cross coupling effects
on others devices were not taken into account and need further
investigations.

The methodology took into account the systematic intro-
duction of successively exceeding the parameters to extract
the critical parameter of the buffer, before the device fails in
terms of specification limits.

As a result of the ISA the etch rate (M3) shows the most
significant impact on the presented functional parameters (F).
The methodology identified the different impacts as follows:
etch rate (M3) > epitaxial thickness (not presented, M)
> NP implant (not presented, M5) > BI implant (M;) >
NW implant (M5). Depending on the parameter, the provoke
offered yield losses between 5% and 100% for the defined
specification limits of the functional parameters.
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Fig. 10. Analysis of process change A to B influencing device physics, e.g.
current density.

2) Diode Noise: The above brief explained methodology
for process and device simulation is now used for further
investigations, i.e. possible noise sources. The intrinsic noise
contribution in sensor systems is always a hot topic. To
improve it, various strategies are common, i.e. enhancement
of surfaces of pn-junctions for active semiconductor devices,
change of operation conditions, etc.
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Some of the noise source can be improved by changing the
operation point of the diode, i.e. Johnson/Shot noise. Other
noise source can be a challenging task, i.e. the 1/f noise which
depend on the process.

The 1/f noise problem in various electronic devices has
been investigated over 80 years, and over 60 years in solids,
but the origin of the 1/f noise is still open on discussions.

The studies of the physical origin of flicker noise for over
60 years in semiconductors devices led to the two major
theories how 1/f noise is generated. The carrier number
fluctuation theory related to the McWhorter charge trapping
and de-trapping model [10], and the mobility fluctuation
theory based on Hooge’s hypothesis [11].

Nowadays, the discussion on the origin of the 1/f noise is
still open. Various studies have been widely discussed for dif-
ferent materials in many works [12]-[19]. To emphasize one
regarding this topic, the following example of the temperature
sensor is explained in more detail.

As in [8] explained, the example and its process change was
forced by the performance improvement of the sensitivity of
the pressure sensor in combination with a reduction of the
MEMS footprint. Figure 10 shows the impact of this change
resulting in a current density change due to the process change
from A to B. This is caused by the epitaxy reduction (M)
and thermal budget change (Mg), which influence the well
formation of the semiconductor diode device. While in process
A the current flow (electron conduction current) is split and
dominated in lateral and vertical direction, process B forces
the current flow (electron conduction current) into the vertical
direction towards the buried layer.
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©  Process BModel. 38uA
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Process B Measurement, 10uA
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Frequency [Hz]

Fig. 11. Normalized amplitude noise spectrum density for different processes
and operation points.

The corresponding noise measurements of the amplitude
spectrum are shown in Figure 11. Here, one can observe
differences of the noise behavior (Fy) by the process impact
(the geometrical designs of the sensor elements are identical).
The difference between blue (process A) and red (process B)
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spectrum potentially occur due to the process change and its
resulting current flow change as shown in Figure 10.

The shift/drop of slope in the low frequency behavior
potentially result in the first order from the current flow
change of process A towards process B. In process B, the
epitaxial thickness reduction change the well formation and
conducting mechanism within the diode. Less surface current
and a forced current towards the buried layer (BL) is observed
in comparison to process A. By changing the current flow
towards the bulk, less scattering in charge motion or trapping
in states occur and result in reduced noise contribution.

If the slope change result from surface charges which
occur in a trapping mechanism requires further investigations.
Measurements and simulation need to be setup to identify the
impact, which are currently in progress.

The difference between red (process B) and pink (process
B with different ASIC) occur due to a change in der operation
condition. The change of the noise floor is reasonable due to
the change of the operation point which results in less Shot
noise but higher Johnson noise contribution.

Out of the measurements Spice models were extracted
for further system simulations to judge the impact on the
sensor system performance for particular electronic circuits
and filters.

B. Hall Sensor and Flux Guide
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Fig. 12. Bosch BMCI150 magentic field sensor incorperating hall sensor
elements for out of plane field detection.

A further design example for the need of the above dis-
cussed design methodologies and simulation tools is presented
by the following study for hall sensors. In Figure 12 the Bosch
BMC150 magnetic field sensor is shown. The image shows the
integrated sensor with its Flipcore sensing elements for x and
y magnetic field and hall sensor elements for z magnetic field
detection. This configuration allows for 3D magnetic field
detection and enables compass applications for low power
application.



Next generation requirements figured out, that one of the
limiting KPI of such a configuration is the current con-
sumption (F) of the hall sensor elements. To improve this
parameter for a next sensor generation various studies took
place, i.e. a flux guide simulation study to identify potential
improvements and implementation options, e.g. placement
(M), thickness (Ms) and overlap (M3). Besides, general
concept questions also limited tolerances were taken into
account for the simulations study.
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Fig. 13. Popovic rule: A magnetic concentrator (MC) harvest magnetic field
of a width W, which corresponds to the lenght L of the MC [20].

The flux guide principle is given in the schematic of Figure
13 and offers a magnetic concentrator (MC) which harvest
magnetic field and redirects it by a certain amount when
leaving the concentrator [20]. As one may observe by the
schematics, a magnetic concentrator (MC) harvest magnetic
field of a width W, which corresponds to the lenght L of the
MC [20].

This configuration allows for improving the sensitivity of
a hall sensor, which finally leads to a current consumption
reduction to tackle the identical sensitivity (F5) as a sensor
element without a magnetic concentrator. Furthermore, it
defines the design space of the sensor system in terms of
length, width and thickness of the flux guide.
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Fig. 14. Exemplary DoE with various geometries, aspect ratios and overlaps
for Hall sensor and flux guide.

In Figure 14 an exemplary DoE as part of a broad study
with various geometries, aspect ratios, overlaps, etc. is pre-
sented. In here, the dimensions of the sensor element from
Figure 12 were implemented plus a variety of flux guides
in different configurations using various model parameters.
The simulations were performed in ANSYS Magnetostatic

simulation environment, where a z magnetic field was applied
and the redirection into the x direction is extracted.
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Fig. 15. Exemplary results of the Hall sensor and flux guide simulation DoE.

A part of the results of this study are presented for different
overlap conditions in Figure 15. Here, one may observe that
the maximum gain (F3) for a two flux guide configuration
results for an overlap of approx. 75%. The overlap of the top
and bottom flux guide as function of the gain are presented
in Figure 16. As one can observe, the gain varies between
factors of two and six, which states that an improvement is
to be expected by implementing such magnetic concentra-
tor structures. Furthermore, possible process variations were
taken into account in this study (not presented) and offered a
robust gain improvement. Such results were taken into account
in the discussion of possible implementation options to be
realized.
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Fig. 16. Study results of the Hall sensor and flux guide simulation DoE.

IV. CONCLUSION

The sensor design methodology and flow ensures an in-
tegration of all perspectives from prototyping to series pro-
duction. It is one of the key processes to bridge technology,
mechanics, electronics and system and considers various
aspects required during the development process.

The methodology is not limited to specific parts of the
sensor design. Quite the reverse! The interfaces between the
different parts allow for an abstract description which enables
the transfer to various domains. It does not matter, if the point
of view relies on process, sensor and/or system development
or all of them in once.
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The here presented sensor design examples incorperating
the dicussed and suggested methods, enable and show the
potential of the flow advantages. They emphasize the different
abstraction level taken into account. Besides, they minimize
the development cycles and allow for considering multi di-
mensional engineering questions.

Besides, the shown examples offer insights into the different
aspects and questions during prototyping and/or series produc-
tion. Depending on the sample phase various methodologies
were applied with different abstraction level of the question.
This allows for answering the required information in an
efficient manner, without taking to much effort in complex
simulations and/or models during an early development.
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Abstract—The Qucs/QucsStudio and Qucs-S simulators share
a common graphical user interface which has slowly evolved
into an interactive platform for drawing circuit schematics,
controlling simulation and displaying simulation output data and
measured device/circuit parameters/properties. This interface
acts as a window for accessing circuit simulation software and
is in many ways similar to the ”White-Boards” that are popular
among scientists and engineers for recording ideas when “’brain-
storming” circuit design or analysis problems. This paper outlines
the evolution of the Qucs device modeling and simulation ’white-
Board” from concept to working media over the fifteen year
period that Qucs, QucsStudio and Qucs-S have been under
development. The operation of a number of the ”White-Board”
features are introduced with a compact tunnel diode model and
the simulation data obtained from tests using the QucsStudio
and Qucs-S software packages.

Keywords—Qucs/QucsStudio, Qucs-S, compact device mod-
eling, Verilog-A, Graphical User Interface, data visualization,
”White-Board” display,

I. INTRODUCTION
A. Background

It is over fifty years since the industrial standard SPICE
2g6 [1] and 3f5 simulators [2] were first released as tools for
integrated circuit design. Originally, these were developed as
applications for main frame computers. Today the high perfor-
mance Personal Computer (PC) has become the work horse
for compact modeling and circuit simulation, which in turn has
encouraged the development of a range of new commercial and
Free Open Source Software (FOSS) circuit simulators similar
to, or derived from, the Berkeley SPICE FORTRAN (SPICE
2g6) or C (SPICE 3f5) code. The move from centralized main
frame computers to individual PC work station has had a pro-
found effect on the analysis/design capabilities and simulation
output data processing tools available to the compact modeling
and circuit simulation communities. This paper outlines the
evolution, over a period of roughly fifteen years, of the ”Quite
universal circuit simulator” (Qucs) modeling and simulation
facilities [3], placing particular emphasis on the evolution

Copyright © 2020 by Department of Microelectronics € Computer Science, Lodz University of Technology

from ”SPICE text-in netlist input and simulation text-out
output data” to highly interactive PC ”White-Board” controlled
compact device modeling, circuit schematic drawing, circuit
simulation and output data visualization. Illustrated in Fig. 1
is a block diagram that shows pictorially the links between
Qucs and the “forked” QucsStudio [4] and Qucs-S [5] circuit
simulators. In this figure the vertical arrows signify modeling
and simulation information flow, culminating in entries dis-
played on a PC Graphical User Interface (GUI) ”"White-Board”
window. Other GUI background information also indicates
additional features, like for example where SPICE netlists
apply. Throughout this paper a series of compact device
modeling, circuit design/simulation and data visualization ex-
amples based on a tunnel diode compact model are presented.
These have been chosen to demonstrate the QucsStudio and
Qucs-S PC ”White-Board” features that exemplify, without
complex detail, the application of this innovative approach to
compact modeling and circuit simulation.

B. The Qucs Graphical User Interface (GUI)

The Qucs project was started by German engineer Michael
Margraf [3] as a universal simulation tool with a Graphical
User Interface (GUI) for drawing Qucs/Qucs-S and Quc-
sStudio schematics, developing compact device models with
Equation-Defined Devices (EDD) and Verilog-A module syn-
thesis, launching multi-engine circuit simulation, undertaking
parameter sweeps and device/component optimization, plus
post-simulation data processing and visualization. The GUI
acts as a wrapper for circuit schematic entry and post simula-
tion data processing. It also gives access to a color highlighted
text editor, 2D and 3D graph plotting, the Octave numerical
analysis package [6] (for advanced output data processing and
visualization), plus a group of drop down menus for launching
simulations and undertaking other modeling and design tasks.
The GUI is the foundation for a powerful user platform that
functions as a "White-Board” on a high resolution PC display
window, allowing users to freely experiment with compact

23



Back porting of QuecsStudio and Qucs-S code to Ques NOT
likely due to complexity of software and investment required!

Release 0.0.1 2003 Qu_lcS R e T e e L E L L Lt
{ | NEW (CODE 1] | Behavioural
P | I FORK | and H
Release 1.0.0 2011 i | [QuosStudio | | Verilog-A !
Pl |I | compact i
; I =| I device :
Release RC1 2015 i | RF i |Qucs-S SPICE | modeling !
A I [ I S s d :
Today Ny

Around 60% of Qucs/Qucs-S/
QucsStudio downloads are for
the Windows operating system.

QucsStudio with Qucs-S provide advanced RF design

and simulation linked to industrial level Xyce SPICE circuit
simulation "glued" together by behavioural compact device
models and Verilog-A modules.

v

v v

User Interface
"WHITE-BOARD"

Fig. 1. A block diagram illustrating links between Qucs, QucsStudio, Qucs-S and a common GUI ”White-Board”.

modeling, circuit simulation and output data analysis on a
single graphics screen. The PC ”"White-Board” is interpreted
by the GUI software and its use is largely limited by a users
imagination.

C. The relationship between Qucs, Qucs-S and QucsStudio

The QucsStudio and Qucs-S versions of the current Qucs
compact modeling and circuit simulation software both derive
from recent releases of the Qucs package. However, since
their original release there has been inevitable divergence
between the capabilities of the three software packages. This
is largely the result of their target use; Qucs and QucsStudio
are aimed squarely at RF circuit analysis and design, while
Qucs-S links the Qucs GUI to different versions of SPICE.
By combining the different facilities provided by individual
packages a more versatile group of design and analysis tools
has resulted. The diagram in Fig. 2 shows the relationship
between QucsStudio and Qucs-S, highlighting the use of
standardized simulator independent Verilog-A module code
[7] as a model interchange vehicle between the two packages,
and indeed other circuit simulators, effectively minimizing the
effects of differences in model netlist formats.

II. INTEGRATED ANALYSIS AND DESIGN BLOCKS IN
SIMULATION SCHEMATICS

Subcircuits are essential building blocks when sectioning
parts of a complex circuit schematic into smaller manageable
units, such as circuit blocks that represent specific electronic
functions or integrated circuits. Unfortunately, in the original
SPICE 2g6 and 3f5 netlist format subcircuits were defined
without the ability to pass parameters via an argument list.
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Later commercial and FOSS simulators corrected this omis-
sion, allowing both subcircuit parameters and, in the case of
the Qucs series of simulators, blocks of algebraic and numeric
equations for calculating component values from physical
parameter values coupled to circuit design routines [8]. Similar
capabilities are also available for circuit macromodels. Fig.3
shows a typical device model with component values derived
from subcircuit parameters calculated by a Qucs style Equation
block [9]. Each simulation schematic drawn on the PC ”"White-
Board” window is allowed one or more Equation blocks
at the highest hierarchy design level, where the left hand
equation variables may only be defined once across the blocks.
Equation blocks are also allowed within subcircuits. With
Qucs and QucsStudio ordering of the equations in a set of
Equation blocks is not important. With Qucs-S however, when
simulating with a SPICE engine, it is. The diagram sections
labeled (a), (b) and (c) displayed in Fig. 3, are examples of
fundamental items that can be combined with other component
symbols to form a model schematic and placed on a Qucs
style "White-Board”. Allowed items include, simulation icons,
data tables, data plots, text blocks, library models, predefined
passive and active component symbols and subcircuit symbols.

III. THE QUcS EQUATION DEFINED-DEVICE

At the center of the Qucs/Qucs-S and QucsStudio compact
device modeling capabilities is a new highly innovative com-
ponent called an Equation-Defined Device (EDD) [10] [11].
The primary task of this multi-terminal device is to define a
static or dynamic nonlinear component that represents, at elec-
trical level, a physical process, where the nonlinear component
is built from controlled current generators who’s properties are
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Fig. 2. A compact device modeling and simulation tool set derived from QucsStudio and Qucs-S.

expressed as explicit algebraic functions of one or more EDD
component terminal voltages, I(Vn), or a differential time
dependent function of branch stored charge I(Q(Vn,In)).
Unfortunately, both SPICE 2g6 and 3f5 are only equipped
with limited capabilities of this type (polynomial current
source in SPICE 2g6 and B type controlled current source in
SPICE 3f5), making dynamic current, I = d/dt(Q(Vn, In)),
particularly difficult to model.

A. Explicit Equation-Defined Device (EDD) models

The component drawn in Fig. 4 represents a generalized
EDD. Qucs and QucsStudio have a maximum of eight two
terminal ports per EDD. Qucs-S has this number increased
to twenty. All three packages allow more than one EDD per
PC ”White-Board” schematic. This new nonlinear component
allows interpretive modeling of both static and dynamic device
properties, where terminal current In can be an algebraic func-
tion of branch voltages V'n plus a dynamic current component
expressed as d/dt(Qn(Vn,In)), where @Qn(Vn,In) is the
charge associated with EDD branch n. The explicit equations
listed in Fig. 4 give a more complete specification. EDD can be
combined with conventional component models, subcircuits,
and Fquation FEqn blocks to construct compact device
subcircuits or circuit macromodels. EDD is an advanced com-
ponent that allows users to build prototype nonlinear compact
device models, based on sets of physical properties defined
as algebraic equations, attached to a schematic, and placed
on a PC "White-Board”. The d/dt operator is automatically
evaluated by the circuit simulation software. Fig. 5 illustrates
an example of this powerful interactive form of compact
modeling applied to a tunnel diode. The tunnel diode static
1d/Vd EDD equations are

I1 =1, exp (_V"/ip> . (e:cp <V‘;71H) - 1.0> 1)

%! %!
2=1,-—. 1.0— — 2
(o )
13=1, exp(V1—V,) 3)
Id=T11+12+13 @)

where I, and Vp are the diode peak current and voltage, Iv
and Vv are the diode valley current and voltage respectively,
Vpp 1s the protected peak voltage and VT'H is the thermal
voltage at TempK Kelvin. The tunnel diode test bench in
Fig. 5 shows the minimum set of items common to most PC
”White-Boards”, namely a test circuit (including components
with lists of parameters), simulation Icons (dc simulation
and Parameter sweep in the tunnel diode example), and
output data (a d.c. 2D plot of [td(A) against Vitd(V)). The
order and placement position of these items on a PC “White-
Board” is quite arbitrary. Notice also that the charge associated
with a fixed capacitor C'p, defined as C'p *_ v1 and stored in
branch one of EDD X1 Fig. 3, is given in (a), where _vl is
the QucsStudio format for the voltage across branch one.

B. Debugging compact device models and circuits during
development and simulation

During the development of complex compact device models,
or simulation test circuits, it is likely that errors in a schematic
drawing, parameter list or an equation block will occur. Find-
ing and debugging such errors can often be difficult and indeed
very time consuming, particularly in those case where a PC
”White-Board” includes many different elements. To minimize
such problems complex compact modeling and simulation
tasks are normally split into multiple self-contained sections
and tested, when possible, separately. The use of subcircuits
is particularly helpful when finding and eliminating bugs. The
Qucs, QucsStudio and Qucs-S GUI have an additional aid for
debugging problems during the development process. Fig. 6
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X1 oPC ( )
1M1=Ip*exp(-Vpp/VTH)*(exp(_v1/VTH)-1.0)
Q1=Cp*_v1
12=Ip*(_v1/Vp)*exp(1.0 - _v1/Vp)

Q2=0
13=lv*exp(_v1-Vv)

equation

Eqn1
GMIN=1e-9
Rgmin=1/GMIN
P_Q=1.602176462e-19
P_K=1.3806503e-23
TempK=Temp+273
VTH=(P_K*TempK)/P_Q

® SUB1 (c)
Vp=50e-3
Vv=370e-3
Ip=4.2e-3
lv=370e-6

4 Vpp=525e-3
Cp=10e-12
Rs=1.0
Temp=27
Ls=1e-9

(b)

Fig. 3. Qucs-S subcircuit model of a tunnel diode: (a) subcircuit body, (b)
design equation block, and (c) subcircuit schematic symbol with attached
parameter list.

\Lln
e P P e e e X1
[¢ ¢ 4 & 3 & & 4| 11=0.02*_v1
o N ® b b b » b Q1=0
Istatic = (V) (A), g = dl/dV (S)
Q = Q(V,]) (Columbs), Idynamic = d/dt(Qn)
C=dQ/dV (F)orC=aQ(V)/aV +aQ(l)yal-g
where, In = [(V) + d/dt(Qn)

Fig. 4. Specification of Qucs-S and QucsStudio EDD models with explicit
equations.

shows the body of the tunnel diode model previously drawn
in Fig. 3. In this diagram component Rp has a red cross
superimposed on it’s symbol and component Ls has a green
cross superimposed on it’s symbol, indicating open circuit
(red) and short circuit (green) respectively. Hence, it becomes
possible to build and test subcircuits by removing single or
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SuUB1
Vp=50e-3
Vv=370e-3
Ip=4.2e-3
lv=370e-6
Vpp=525e-3
Cp=10e-12
Rs=1.0
Temp=27
Ls=1e-9

Parameter
sweep

0.005
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_ 0.003 Swi1
he) Sim=DC1
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Type=lin
1e-3+ Start=0.01
Stop=0.52
O Points=101
0 2 0 3 0 4 0 5
Vsw

Lvi
I U=Vsw

dc simulation |
DC1

Fig. 5. Tunnel diode d.c. test bench and Itd(A) plotted against Vid = V sw.

groups of components from a compact device model. The short
circuit and open circuit features are available at all hierarchical
levels of a schematic placed on a PC ”White-Board”. They can
also be used to remove complete subcircuits, icons or other
valid items. Removing, the red and green crosses reconnects
components in a device model or circuit. However, remember
this feature is an aid for finding and eliminate drawing and
textual syntax errors, having little or no direct effect when
tracking down model physical property errors or omissions.

PA
L1
L=Ls
R1
R=Rs
+ + + v, Rp
4 { 2] .
e R=Rgmin
X1 oPC
[M1=Ip*exp(-Vpp/VTH)*(exp(_v1/VTH)-1.0)
Q1=Cp*_v1
12=1p*(_v1/Vp)*exp(1.0 - _v1/Vp)

Q2=0
[3=Iv*exp(_v1-VV)

Fig. 6. The tunnel diode compact device model showing Ls shorted (green
crossed box) and Rp open circuit (red crossed box) for debugging purposes.
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Fig. 7. An explicit EDD with eight two terminal ports and equivalent Verilog-
A code fragment.

C. The Qucs Radio Frequency Equation-Defined Device
(FEDD) and equivalent QucsStudio component

In some compact modeling instances the physical attributes
of a device can be a nonlinear function of a.c. signal frequency
f where a model element is expressed as an algebraic function
of f. To handle this form of modeling an extended form
of the EDD has been implemented in Qucs, called FEDD,
and as a “Frequency Domain” component in QucsStudio.
These devices add frequency domain two port and multi-port
nonlinear modeling to the Qucs group of simulators, including
S,Y,Z, H, G, A, T and VCVS types. Examples of the use of
these elements can be found in reference [12].

IV. COMPACT MODELING WITH VERILOG-A

The previously described process for constructing compact
device models with the built in components is essentially one
of placing all the required elements on a PC ”White-Board”,
simulating and making any required changes in an interactive
fashion. Such an approach provides an ideal environment
for prototyping and testing device models and circuits. Un-
fortunately, compact device models or circuits that include
significant numbers of EDD and FEDD tend to simulate
slowly. Moreover, their simulation performance also deteri-
orates as the number of nonlinear components increases. To
overcome this limitation, and indeed other factors, the compact
modeling community has adopted the Verilog-A [14] analog
hardware description language for defining and constructing
C++ machine code models. Qucs and QucsStudio employ the
Analog Device Model Synthesizer (ADMS) [15] to translate
Verilog-A module code to C++ code. Finally, the C++ version
of a model is compiled to dynamic machine code and linked to
the main body of simulator code. A schematic symbol has been
specially developed which allows compiled Verilog-A models
to be combined with EDD and other conventional component
symbols. The function and details of this advanced modeling
technique are introduced in the following sections.

A. The relationship between EDD and Verilog-A modules

The design of the EDD has been tailored to match the
functions provided by the Verilog-A static and dynamic cur-

rent contribution statements. The generalized form of these
relationships are defined in Fig. 7. In Fig. 8 a complete
tunnel diode subcircuit is drawn along side its equivalent
Verilog-A module code with each of the different sections
indicated by horizontal arrow pointers. Note the structure of
the EDDTD Verilog-A module. This is typical for a large
number of compact models, allowing the module code to be
written by hand without difficulty, as is the case in Fig. 8. In
QucsStudio the PC "White-Board” concept has been extended
to add a second window which acts as a color highlighted
text editor similar to the popular Windows “notepad++" text
editor package. Simply simulating the Verilog-A hardware
description language listed in the second window causes Quc-
sStudio to convert the module code from Verilog-A to C++,
followed by an automatic C++ compile and link sequence,
attaching the machine code model to the verilog-A file name.

SUB1
“include "disciplines.vams" Vp=50e-3
‘include "constants.vams” Vv=370e-3
module EDDTD(nC, nA);  |P=4.2e-3
inout nC, nA; lv=370e-6
electrical ni2, nC, ni1, nA; Vpp=5256-3
parameter real Vp=50e-3; Cp=10e-12
parameter real Vv=370e-3; Rs=1.0
parameter real |[p=4.2e-3; Sf :
parameter real Vpp=525e-3; 1CIr=27
parameter real Cp=20e-12; Ls=1e-9
parameter real lv=370e-6;

parameter real Tcir=27;

dJ

equation parameter real Ls=1e-9;
parameter real Rs=1.0;
(E;qr111 9 real TeirK, P-Q, P_K,
p=1e- VTH, Gp, Rgmin;
Rgmin=1/Gp branch (ni2, nC) B1;

P_Q=1.602176462e-19
P_K=1.3806503e-23
TempK=Tcir+273
VTH=(P_K*TempK)/P_Q

branch (ni2, ni1) B2;

branch (ni1, nA) B3;

analog begin

TeirK=Tcir+273;

P_-Q=1.692176496e-19;

P _K=1.3806503e-23;

VTH=(P -K*TcirK)/P-Q; ?

Gp=1e-9;

Rgmin=1/Gp;

1(B1) <+ Ip*exp(-Vpp/VTH)*
(exp(V(B1)/VTH)-1.0);

I(B1) <+ ddt( Cp*V(B1) );

1(B1) <+ Ip*(V(B1)/Vp)*
exp(1.0-(V(B1)/Vp));

1(B1) <+ Ivexp(V(B1)-Vv);

1(B2) <+ V(B2)/(Rs ); Rs

V(B3) <+ ddt(Ls*I(B3)); «— Ls
1(B1) <+ V(B1)/( Rgmin ); Rgmin
end
X1 endmodule
11=Ip*exp(-Vpp/VTH)*(exp(_v1/VTH)-1.0)
Q1=Cp*_v1
12=Ip*(_v1/Vp)*exp(1.0 - _v1/Vp)
Q2=0

13=Iv*exp(_v1-Vv)

Fig. 8. A QucsStudio tunnel diode compact model drawn at both symbol
and internal body hierarchy level, showing Verilog-A module structure and
positioning of the Equation:Eqnl block, subcircuit parameters, components
Rs, Ls, and Rgmin within the module code. Note that parameter Temp
has been renamed 7'cir in the Verilog-A code to remove a clash of names
between the EDD and Verilog-A naming conventions.
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Fig. 9. Tunnel diode d.c. test bench showing compiled C++ compact model
symbol and Itd plotted against Vitd = Vsw.

Indeed any time a change occurs in the Verilog-A module
code QucsStudio automatically recompiles and links the new
version of the model to the main body of the simulator C++
code. Fig. 9 shows the simple tunnel diode test set with the
EDD subcircuit model replaced by the compiled Verilog-A
equivalent.

B. Qucs-S Verilog-A module synthesis

Qucs-S has a number of important extensions when com-
pared to Qucs. One of these is a built in synthesizer for
generating Verilog-A module code from a subcircuit schematic
[5]. In this process the Qucs-S subcircuit must only be
constructed with the following Qucs components: R, C, L,
VCCos,ccCcs, vevs, CCVS, a subcircuit wrapper, a set
of subcircuit parameters, EDD, FEquation FEqgn, pinspz
and the SPICE B style nonlinear current source. Fig. 10 lists
the tunnel diode Verilog-A module code generated by the
Qucs-S synthesizer. Notice that there appears to be a signifi-
cant number of differences between the hand crafted Verilog-
A code listed in Fig. 8 and the synthesized code, for example
in Fig. 10 the current contributions are written in terms of
node names, rather than branches, and the ADMS Verilog-
A statement Q(initial_model) begin.....end; is included.
Notice also that in Fig. 10 the inductor is synthesized by
three Verilog-A statements, based on the electrical equivalent
circuits given in Fig.11, rather than the single statement in
Fig.8. However, in reality both sets of code provide the same
overall function. The synthesized Verilog-A code is in a format
from which it is possible to hand adjust the statements to
meet the capabilities of different Verilog-A to C++ translators.
Synthesized Verilog-A modules can be added to both Qucs and
QucsStudio projects, compiled and used like standard built-
in components. The Qucs/QucsStudio circuit simulators also
provide facilities that allow Verilog-A modules to be stored in
libraries of new components.
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C. The Verilog-A Equation-Defined Device (VAEDD)

Compact modeling of nonlinear devices with EDD and
Verilog-A modules represent two techniques at opposite ends
of a scale going from purely interpreted models to compiled
C++ models. From a practical point of view what is often
required is an approach to modeling that has the convenience
of interpreted EDD models coupled with the high simulation
speed obtained with compiled C++ models synthesized from
Verilog-A code. It is also worth noting that in a large number
of models, often with more than one EDD, simulation time
is largely determined by the complexity of the In(Vn) and
Qn(Vn, In) equations for each of the EDD branches. Hence,
significant improvement in simulation speed can be obtained
by replacing one or more of the most complex EDD branches
with an equivalent Verilog-A module called a VAEDD [13].
The tunnel diode compact model shown in Fig. 12 has branch

‘include "disciplines.vams"

‘include "constants.vams"

module EDDTD(nC, nA);

inout nC, nA;

ele[ctrical ni2, nC, ni1, nA, _netOL1;
parameter real Vp=50e-3;
parameter real Vv=370e-3;
parameter real Ip=4.2e-3;
parameter real Vpp=525e-3;
parameter real Cp=20e-12;
parameter real lv=370e-6;
parameter real Tcir=27;

parameter real Ls=1e-9;
parameter real Rs=1.0;

real TeirK, P-Q, P-K, VTH, Gp, Rgmin;

analog begin
@(initial-model)
begin

Teirk=Tcir+273;

P-Q=1.692176496e-19;

P _-K=1.3806503e-23;

VTH=(P-K*TcirK)/P -Q;

Gp=1e-9;

Rgmin=1/Gp;

end

I(ni2,nC) <+ Ip*exp(-Vpp/VTH)*(exp(V(ni2,nC)/VTH)-1.0);

I(ni2,nC) <+ ddt( Cp*V(ni2,nC) );

I(ni2,nC) <+ Ip*(V(ni2,nC)/VVp)*exp(1.0-(V(ni2,nC)/Vp));

I(ni2,nC) <+ Iv*exp(V(ni2,nC)-Vv);

I(ni2,ni1) <+ V(ni2,ni1)/( Rs );

I(ni2,ni1) <+ white-noise( 4.0 P -K*( 26.85 + 273.15) /
(Rs), "thermal" );

I(-netOL1) <+ ddt(V(-netOL1));

I(-netOL1) <+ V(ni1,nA);

I(ni1,nA) <+ V(-netOL1)/(Ls+1e-20)];

I(nC,ni2) <+ V(nC,ni2)/( Rgmin );

I(nC,ni2) <+ white-noise( 4.0 P -K*( 26.85 + 273.15) /
( Rgmin ), "thermal" );

end

endmodule

Fig. 10. Qucs-S synthesized Verilog-A module code for the EDD tunnel diode
model.
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U =Ls - di(t)/dt C =dQr/dt = dQ1/dt - dt/dr
But dQt/dt = U and C =1

Hence, d1/dt = U and I(1) = 1/Ls
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— T —

I\le 0._.?_1 { TT ﬂfl—o(U)

c=Cp L=1 (b)
I(T) = dQ(U)/dt=d(Cp - Uydt T=L - di(L)dt
ButI(L) = Q(U) and L =1

Hence, 1=dQ(U)/dt =d(Cp\dot U)/dtand I(T) =T

Fig. 11. Synthesized nonlinear inductor and capacitor models: (a) inductor
and (b) capacitor.

one of the original EDD, see Fig. 8, replaced by a VAEDD
branch, see Fig. 12 (a) and (c). This is in reality a tiny Verilog-
A module with a structure that is simple to construct, follows
a standard template and simulates at speeds significantly faster
than its EDD equivalent. Further gains in simulation speed can
be achieved by replacing more than one EDD branch with
equivalent Verilog-A VAEDD.

V. SPICE MULTI-SIMULATOR SNGINE COMPACT
MODELING

Qucs-S is a ground-breaking circuit simulation package
in that it allows users to select a simulation engine from
(1) the Qucs built-in Qucsator simulator, (2) the SPICE 3f5
compatible SPICE OPUS simulator, (3) the next generation
SPICE Ngspice circuit simulator, and (4) the new SPICE
compatible Xyce circuit simulator. As these SPICE 3f5 related
simulation engines all have some form of extensions when
compared to the original Berkeley software, Qucs-S selects
which built-in models and library models are allowed with
each package. In order for users to be made aware of which
model works with each package schematic symbols are color
coded; dark blue denoting a legacy Qucs item, red/brown
signifying a Ngspice/SPICE OPUS item and dark green an
Xyce item. This makes identification of components/devices
placed on the PC “White-Board” straight forward. Qucs-
S automatically synthesizes the different netlist formats for
each of the SPICE engines, taking into account individual
package extensions. This process is not simply a one-to-one
translation of the Qucs-S symbols to a single line SPICE
statement but is a more complex procedure that takes into
account component function, often resulting in more than one
SPICE statement per symbol. A typical Xyce translation output

netlist is given in Fig. 13 for the tunnel diode test circuit
shown in Fig. 5. Note the use of Qucs-S "dc simulation”
and ” Parameter sweep” icons in both Fig. 5 and Fig. 9.
Qucs-S icons are implemented for all the fundamental SPICE
simulation types. However, with advance mature packages like
Xyce continuous development is underway, regularly adding
a range of new simulation types, for example Harmonic
Balance analysis, and output data manipulation statements like
.MEASURE, making it difficult to keep up with the volume
of changes. With Qucs-S this situation was anticipated and a
scripting icon developed that allows users to incorporate into
Qucs-S future changes made by the Xyce development team.
Fig. 14 (a) indicates how scripts of Xyce simulation and output
data processing are added to a Qucs-S PC "White-Board”. Fig.
14 (b) introduces a number of SPICE related icons, who’s
names identify their function, for adding and manipulating
Xyce netlist elements.

X1
VTH=VTH
Cp=Cp

VAEDD
X2

11=Ip*(_v1/Vp)*exp(1.0 - _v1/Vp)
12=lv*exp(_v1-Vv)

equation

Eqn1

GMIN=1e-9
Rgmin=1/GMIN
P_Q=1.602176462e-19
P_K=1.3806503e-23
TempK=Tcir+273
VTH=(P_K*TempK)/P_Q /

(b)

“include "disciplines.vams"
‘include "constants.vams”
module TD1 (ni2, nC);
inout ni2, nC;
electrical ni2, nC;
parameter real VTH = 26e-3;
parameter real Cp = 1p;
parameter real Ip = 4e-3;
parameter real Vpp = 500e-3;
branch (ni2, nC) B1;
analog begin
1(B1) <+ Ip*exp(-Vpp/VTH)*(exp(V(B1)/VTH)-1.0)
1(B1) <+ ddt(Cp*V(B1));
end
endmodule

(c)

Fig. 12. The tunnel diode compact model with branch one of the EDD
replaced with a VAEDD: (a) and (b) the revised model and (c) the VAEDD
Verilog-A code.

29



* Ques 0.0.22 EDDTD.sch

.SUBCKT EDDTD nA nC Vp=50e-3 VVv=370e-3
+ |p=4.2e-3 Vpp=525e-3 Cp=20e-12 lv=370e-6
+ Tcir=27 Ls=1e-9 Rs=1.0

.PARAM TecirK={Tcir+273}

.PARAM P_Q=1.692176496e-19

.PARAM P_K=1.3806503e-23

.PARAM VTH={(P_.K*TcirK)/P_.Q}

.PARAM Gp=1e-9

.PARAM Rgmin={1/Gp}

BD110 ni2 nC I=lp*exp(-Vpp/VTH)*(exp(V(ni2,nC)/VTH)-1.0)
GD1Q0 ni2 nC nD1Q0NnC 1.0

LD1Q0 nD1Q0NC 1.0

BD1Q0 nD1Q0 nC [=-(Cp*V(ni2,nC))

BD111 ni2 nC I=lp*(V(ni2,nC)Np)*exp(1.0-(V(ni2,nC)/Np))
BD112 ni2 nC I=lv*exp(V(ni2,nC)-Vv)

R1 ni2 ni1 {RS}

L1 ni1 nA {LS}

R2nC ni2 {RGMIN}

.ENDS

V1 ncirt 0dc 0.1

VITD ncir1 ncir2 DC 0

XSUB1 ncir2 0 EDDTD Vp=50E-3 Vv=370E-3
+ |p=4.2E-3 Vpp=525E-3 Cp=1E-12 lv=370E-6
+ Tcir=27 Ls=1E-9 Rs=1.0

.dec v1 -0.01 0.55 0.00278607

.PRINT dc format=raw file=testtDeDDgc.txt

+ |(VITD) v(ncir1) v(ncir2)

.END

Fig. 13. Xyce SPICE netlist for the tunnel diode test bench given in Fig. 5.

XYCE script| @)

XYCESCR1

SpiceCode=

.DC V10.00.550.01

.PRINT DC format=raw file=dc.txt

+ |(VITD)
.INCLUDE SCRIPT FUNC
INCLSCR1 SpiceFunc1
SpiceCode= prod(x,y)={x*y}
.PARAM rp = 1k
.FUNC prod(x,y) = {x*y} (b)
_spiceinit .|N.CLUDE
SPICEINIT1 Spicelnclude1

.spiceinit contents= File=~/home/user/library.inc

Fig. 14. Qucs-S SPICE netlist manipulation icons: (a) XY CE script, and
(b) other related SPICE netlist handling scripts.

VI. CURRENT AND FUTURE DEVELOPMENTS

Both Qucs-S and QucsStudio are active projects with new
features, improvements and bug fixes regularly released by
their Development Teams. The same is true for the Ngspice
and Xyce circuit simulators. SPICE OPUS has been include
for use with Qucs-S because it provides a base line simulator
who’s properties are essentially the same as the published
Berkeley SPICE 3f5 software. The following sections intro-
duce a number of current and proposed developments that
aim at improving the Qucs-S/Xyce and Qucsstudio compact
modeling and simulation capabilities, and the PC “White-
Board” platform.
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A. Xyce

Since the release of Xyce version 6.0, as open source
software, under the General Public License (GPL) 3.0, new
versions of the software have been appeared roughly every
six months. As of March 2020 Version 7.0 is the current
stable package. For the Qucs-S Development Team this is
both a good and a bad feature of the Xyce software. Good
in the sense that the Xyce package offers new features at
every release plus bug fixes. Bad in the sense that continuous
changes and adaptions of the Qucs-S code are needed to keep
in step with Xyce. It was largely for this reason that the
XYCE script, INCLUDE, .FUNC, INCLUDE, and
spiceinit control icons have been implemented. These allow
Xyce SPICE netlists to be placed on a PC "White-Board” and
interpreted at simulation run time. Qucs-S has in fact a two
level GUI system; items common to SPICE 3f5, and other
equivalent simulators, operate via built-in Icons or a XY CFE
script, while the less used or recently added features, can only
be accessed via a XY CFE script. For example, since 2018
approximately 20 important additions to Xyce functionality
have been implemented, including Monte Carlo analysis and
Lattice hypercube sampling via a new .SAM PLING feature,
Transient simulation direct sensitivity analysis that supports
.FOUR, .LIN for S parameter multiport analysis with Y
and Z output data in Touchstone level 1 and level 2 format,
and a new charge expression variant for capacitors that is
similar to the EDD branch charge implementation. The tunnel
diode model test circuit shown in Fig. 15 illustrates both the
use of the XY CFE script icon and a number of new Xyce

.INCLUDE SCRIPT Equation
Eqn1
INQLSCR1 Teirk={Tcir+273}
SpiceCode=

P_Q=1.692176496e-19
P_K=1.3806503¢-23
VTH={(P_K*Tcirk)/P_Q}

.PARAM Vp=50e-3
.PARAM Vv=370e-3
PARAM Vpp=525e-3
.PARAM Iv=370e-6
.PARAM Tcir=27
.PARAM Ls=1e-9
.PARAM Cp=20.0e-12

.PARAM Rs=1.0 E
.GLOBAL_PARAM Ip=4.2e-3

XYCE script]|

Cp
C=  Q=Cp™(ni2)

aEﬁm <

R=Rgminl

%

Ip*exp(-Vpp/NVTH)*(exp(V(ni2)/VTH)-1.0)}

XYCESCR1 8o

SpiceCode= . " -

.DpC LIN V1 -0.02 0.55 0.001 I={Ip*(V(ni2)/Vp)*exp(1.0-(V(ni2)Vp))}
.STEP Ip 1e-3 9e-3 1e-3 B3

.PRINT DC format=raw file=dc.txt
+1(VITD) V(nA) V(ncir1)

I={Iv*exp(V(ni2)-Vv)}

l]\ Ip (1mA to 9mA in steps of 1mA)

o

xyce/l(VITD)

0. .
V1(V)

Fig. 15. A Xyce SPICE style tunnel diode compact model with a test bench
for investigating the effects of stepped device parameters.



features: firstly the diode compact model has been built from
SPICE B style current sources with the capacitor C'p modeled
with a Q style component () = Cp - V(ni2)), secondly note
the extensive use of {...} round equations, thirdly the use of
.GLOBAL_PARAM to identify parameters to be stepped,
and finally the combination of SPICE directives .DC, .STEP
and .PRINT to direct simulation and output data.

SuUB1

FE—I Vp=50e-3 Parameter
l ltd Vv=370e-3 sweep
- U=Vsw V=or0e- Sim=DC1
Vpp=525e-3 _
Cp=106-12 Param_—sz
= . . = Rs=1.0 Type=lin
dc simulation | Temp=27 Start=0.01
DCt Ls=27 Stop=0.52
Points=101
* 0.0025 Curve changes
SUBL: Ip with the
inital: 0.0022402 0.0027 slider position
) movement
maximum: 0.001 -
st < 0.00151]
Adopt 1e3
Freeze m
Close 5e-4
current: 0.0022402 ' ' ' : '
0.1.02.03 04 .05

minimum: 0.001 0

Vsw

Move slider - up and- down
with left hand mouseé button

Fig. 16. The QucsStudio EDD tunnel diode model test bench with an
interactive slider for investigating the effects of changing device parameter
Ip over range of values: in this example parameter Ip is changed over the
range 1mA (minimum = slider down) to 10mA (maximum = slider up).

B. QucsStudio

The current version of QucsStudio is 2.57. This package
has reached an advanced stage of development in that it offers
an almost complete set of circuit simulation routines covering
the d.c. to transient domains with significant additions beyond
SPICE 3f5 like multi-tone Harmonic Balance analysis, Monte
Carlo analysis, parameter sweep, multi-port S parameter and
noise simulation, optimization and system simulation. Full
“turn-key” Verilog-A compact modelling is also offered via
the ADMS software. In terms of White-Board” development
QucsStudio is particularly interesting in that it is the first
of the Qucs series of circuit simulators to introduce inter-
active animation as a tool for advanced circuit simulation.
Ilustrated in Figure 16 is the basic tunnel diode d.c. test
circuit, introduced previously, where the value of current peak
parameter [, can be set by changing the position of a slider
with the left hand mouse button. QucsStudio allows one or
more parameter values to be simultaneously controlled by
sliders. With the computational power of a modern PC changes
in simulation output data can be observed as movements in
plotted curves as the sliders are moved. The parameter slider
technique is particularly useful as a process for obtaining
(good guess) starting values in parameter sets prior to full
computer controlled optimization.

C. Merging simulation and measurements

Mlustrated in Fig. 17 is an example of a comprehensive
”White-Board” for simulating the a.c. performance of a simple
passive first order low pass RC filter. The latest extensions
to the Qucs “White-Board” repertoire includes pictures (in
Fig. 17 a picture of an ”Analog Discovery 2” transfer func-
tion measurement system [16]), information pointer directed
data flow diagrams and associated text blocks (in Fig. 17 a
note explaining the use of an Octave script for converting
measured CSV formatted output data to simulation control
icons with data lists (AC simulation AC1, Equation Eq2
and Fquation FEqu3d)), a QucsStudio simulation schematic
plus plotted measured and simulated output data controlled
by parameter tuning (of values R1 and C1). In this example
two points are worth noting, firstly the AC simulation fre-
quency range is determined by the ’Points” list, synchronizing
the measured and simulation frequency values, and secondly
the picture, text and arrow pointers shown on the ~White-
Board” are transparent during simulation and play no part in
computing the RC voltage transfer function. Moreover, their
primary role is to provide a clear indication of the processes
involved in the function of the test bench, making the concept
of a self-documenting ”White-Board” an important step in the
development of the next generation compact modeling and
circuit simulation tools.

VII. SUMMARY

Low cost high performance PC engineering work stations
have encouraged the development of compact device model-
ing and circuit simulation tools centered on high resolution
graphics interfaces for schematic drawing, simulation and
output data visualization. This paper outlines the structure
and capabilities of a "White-Board” display system developed
for the Qucs series of circuit simulators and modeling tools.
These tools allow interactive prototyping of compact device
models and their testing using the Qucs/QucsStudio and Qucs-
S ”White-Board” environment as a central platform in the
construction of production level Verilog-A device models.
The ”White-Board” environment offers significant interactive
circuit entry and data display improvements when compared to
those implemented in previous generations of circuit simulator,
namely high resolution schematic drawing, simulation control
Icons, output data visualization, attached design equations
and self documenting text and flow diagram features. Each
of these, when coupled with established, or new, compact
modeling techniques, like non-linear EDD, FEDD, mixed
Equation-Defined Device and Verilog-A models (VAEDD)
plus verilog-A modules, make the evolving ”"White-Board” a
highly flexible and innovative platform for compact modeling
and circuit simulation in the current era. Future expansion of
the ”White-Board” concept indicates that by merging device
parameter measurements with established circuit simulation
will significantly extend the scope of traditional circuit simu-
lation.
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Measured RC data in CSV format

20000 ,0.05769952820801026, -58.218552606805932

v

ac simulation

| Octave script to convert XXXX CSV data to simulation control lists | minimum:

L
R1:R ci:c
inital: 22616  [3.912e-06
maximum: 67848 1.1736e-05
Adopt
F
reeze - [ |
Close
current: 11669.06 | 3.90809e-06
22616 |3.912¢-07

AC1
Type=list

Points=2;2.4045;2.8909;3.4756;4.1786,5.0238;6.0399,7.2616,8.7303;10.496;12.619;15.172;18.24,21.93,26.365;31.698,38.109;45.817,55.085,66.226;79.621;95.726;115.09;138.31

equation
Eqgn2

V_nCH1=[0.0024753,0.0027374,0.0026235,0.0024625,0.0025311,0.0025938,0.0026833,0.0027652,0.0026654,0.0027735,0.0024795,0.0022577,0.0024353,0.0023488,0.00236(

equation

Eqn3

V_nCH2=[-0.053425 -0.066916,-0.085804,-0.11294,-0.15182,-0.20755,-0.28677,-0.39858 -0.55554,-0.77214,-1.0673 -1.4611,-1.9741 -2.6216 -3.4144,-4 3522 -5.4268 -6.6212 -7 !

ncrgk

dBVnCH1=dB(nCH1.v)
dbVnCH2=dB(nCH2)

v c T I
I U=1V o 1669.06 Ic:s.gosoge‘oa € . S20
5:3
equation £ ; £5
a=32
Eqn1 ©2

10

100
Frequency (Hz)

1e3 1ed 3ed

Fig. 17. A simple RC low pass passive filter example showing an advanced "White-Board” with a computer controlled transfer function measurement system
where the measured output data is converted from CSV format to Qucs simulation control ICONS. (Note the right hand side of the AC' simulation and the
two Equation Icons have been truncated.)
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Abstract— While the development of lab-on-chip is increasing,
the lack of dedicated computer-aided design tools appears as a
bottleneck preventing the emergence of large-scale industrial
applications. One of the answer relied on 50 years of CAD
experience in microelectronic. Based on this fact, and using this
environment, multi-domain libraries (fluidic, biological, chemical)
are to be designed. Among other, the development of efficient
compact model for microfluidic devices is a first step toward such
design tool. This paper deals with a continuous microfluidic mixer.
Our model takes as inputs the flow rates and the concentrations of
each fluid to mix and returns the flow rate and the concentration
profiles across the channel at its output. The model depends also
on some physical parameters (e.g. diffusion coefficient of fluids)
and mixing channel geometry. The model is validated by
comparison with finite-element simulation performed with
COMSOL Multiphysics. Comparisons are made on several cases.
We demonstrated that the model gives a good estimation of the
concentration profile, with an error of less than 2% compared to
the finite element simulator.

Keywords—compact modeling; lab-on-chip;
continuous mixers;

microfluidics;

L INTRODUCTION

Over the past decade, lab-on-chips have established
themselves as a reference technology for high-quality high-
throughput analysis in several fields like environment [1] and
healthcare [2], [3]. These lab-on-chips are mainly composed of
a microfluidic system to drive fluids, bio-chemical reactions,
electronic transducers and driving and processing electronic
circuits. The design of such a system is a tricky challenge,
especially if we aim at merging all these domains early in the
design process. Up to now, lab-on-chip designers lack a
computer-aided design tool encompassing microfluidic,
biochemistry and electronics. Designers might use multi-
physical simulators to study a small part of the system but such
an approach cannot be used at the scale of the complete device
due to computation power limitation.

Regarding biochemistry, its integration in standard
electronic design automation (EDA) environment has already
been demonstrated. It is already possible to co-simulate bio-
chemical reactions and electronic transducer in SPICE
environment. With this work we already simulated a simple lab-
on-chip device for which molecular transport is only driven by
diffusion phenomenon [4]. However, most of the time, lab-on-
chips include a microfluidics system to manage fluids.

Generally speaking, driving fluids with microfluidics chips
can be performed in two ways. On the one hand, digital
microfluidic chips are composed of a glass plate and an array of
electrodes and manipulate droplets containing reactants. They
can be moved by electrical fields created by the electrodes
and/or mixed to induce reactions and analyzed [5]. For such
devices, compact models and associated design automation tools
already exists [6]. On the other hand, in continuous
microfluidics, displacements and mixing of reactants are made
by continuous flow driven channels, valves and pumps. The
physics beyond such circuits is mostly based on Navier-Stokes
equations [7] that are much more complicated to manipulate for
the purpose of writing compact models.

Previous work has already shown analogies that can be
exploited to simulate microfluidic channels as electronic
equivalent circuits [8]. This approach provides a nice
approximation as long as fluids are homogeneous, which is not
the case for passive mixers [9]. Due to the small dimensions of
the channels, fluids flows are laminar which means that the
mixture between the two fluids is often imperfect. Equivalent
circuit approach is only valid if it can be assumed that channels
are long enough to have homogeneous fluids at their output.

In this paper, a new modeling approach based on an analytic
compact model is described. The technique consists of a
reformulation of partial differential equations into time-
dependent ordinary differential equations by using Fourier series
and a time-displacement change of variable. First, the theoretical
concepts required to understand the physics of passive
microfluidic mixer are introduced. Then, the model as well as
the assumptions on which the model relied are presented.
Finally, simulation results of the compact model and comparison
with simulations using the COMSOL Multiphysics software are
given and discussed.

II.  PHYSICS OF MICROFLUIDIC PASSIVE MIXER

In fluid mechanics, behavior of fluid is characterized by a
dimensionless quantity, namely the Reynolds number. In
microfluidics, this Reynold number is low (typ. <I), meaning
that the fluid flows laminarly [7]. Thus, fluid dynamic is
specific. In the following, physics required to understand
laminar flows is briefly described.

A. Poiseuille Flow

Consider a long cylindrical channel of radius R. Let the y-
axis be the direction along the channel. At steady state, the
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velocity field u is unidirectional and laminar and there is no
acceleration of the fluid. Due to the boundary condition (u = 0
atr = R), the pressure-driven motion in the channel, so-called
Poiseuille flow [7], has a parabolic profile across the channel.
Thus, the x-component u,, of u can be modeled as a function of
the radial distance r by the following equation:

uy(r) = Umax * <1 - ;_22> (1)

where U4, (m/s) is the maximum velocity at the center of the
channel which is proportional to the ratio of the flow rate Q
(m?.s!) and the channel section S (m?):

e X 2 @

B. Passive mixer

The structure of a passive mixer is described in Figure 1. The
mixer is a straight channel in which both fluids flow laminarly.
The mixing between both fluid is entirely driven by diffusion.
The concentration of a molecule in the mixing channel is
described by the advection-diffusion equation that mass
conservation law for an elementary volume. This leads to the
Fick’s law [10]:

FT = DAC —u(x,y) - VC + s(x,y,t)

where C is the concentration of a given molecule (mol.L"), D is
the diffusion coefficient of that molecule (m2.s™), u(x,y) is the
velocity field of the fluid (m.s"), s(x,y, t) is a local source (or
a sink, depending on its sign) of molecule (e.g. due to a chemical
reaction occuring in the channel), A is the Laplacian operator and
V is the gradient operator.

dye X
L.,

water
_—

x-position
!
|
x-position
x-position

[ I
Dye concentration Dye concentration

Dye concentration

Low dye concentration

Figure 1. Schematic of a typical concentration distribution within a
microchannel without a specific mixing element. The graphs below show the
concentration distribution as a function of the coordinate normal to the channel
wall, y, at several channel sections.

C. Working hypothesis

In a straight channel, due to laminar flow, the velocity field
does not have any transversal component, thus u, = 0.
Moreover, if there is no source of molecule (e.g. no chemical
reaction occurs in the channel), s(x,y,t) = 0.
ac <62C 9%C

oc
i m*Tyz)‘“y(")'@ @
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Finally, we assume the diffusion along the canal to be negligible
with respect to the transport due to advection. The dye molecule
experience an average speed v, =< u,(x) >. Under these
assumptions, equation (3) becomes:

oc _ 9% ac
ac " axz oy

Only the diffusion along the x direction is considered. In steady-
state conditions:

®)

0%C ac
ey ©

0=D
dy

III. MODEL CONSTRUCTION

A. Reference frame change

We simplify equation (6) by changing the reference frame.
First, we decide to change the reference frame. The new
reference frame is centered on a point that follow the diffusion
front. The coordinates in the new reference frame (x',y") are
related to the terrestrial one (x, y) through equations (5).

{ x'=x
op¥C e O
oxz2 Y 9y dy' ot
Let’s drop the apostrophes for clarity
ac . d*C
ot ox?

®)

B. Resolution of diffusion equation in time

The method of separation of variables is used to solve this
equation. It is assumed that the function C(x,t) can be written
as the product of a function Cy (x) that depends only on x and a
function Cr(t) that depends only on time.

C(x,t) = Cx(x) - Cr(O) €
Equation (4) becomes
2
60020 poc LED g o)
This equation can be rewritten
1 dCr(t) 1 d*Cy(x) an
D-Cr(t) dt  Cy(x) dx?

This equation must hold for all x and all ¢. But the left-hand side
does not depend on x and the right-hand side does not depend
on t. Hence, each side must be a constant a.

The left side is a 1st order differential equation of solution:

Cr(t) =exp(a-D-t) (12)
Clearly, @ = 0 can not validate the mass conservation law,
hence a < 0 and we can write @ = —A% with 1 € R.

The right-hand writes as:

d?Cyx(x) )
—a = G (13)



This 2" order differential equation has solution:
Cxn(x) = Ay - sin(d,, - x) + By, - cos(4,, * x) (14)

with Cy ,(x) the n-th term of the Fourier series of Cx(x), 4,
and B, the associated n-th sine and cosine Fourier coefficient
and 4,, the constant A associated with the n-th term and defined
as a function of the channel width W as following.

IfA=0:
(15)

Considering the boundary conditions, one gets A,, = B,, =0,
so for A = 0 only the trivial solution exists.

IfA>0:

Substituting of the boundary conditions of equation 11 leads
to the following equations for the constants A, and B,;:

Cxn(x) =An-+B, x

Cxn(0) =B, =0 (16)
CX,n(W) = A, - sin(4, - W)
sin(A, W) =0= A, = % a7

The left-hand side of equation (9) is a simple first-order
equation. Its solution is a exponential decay of 4,. Putting
everything together, we obtain the final expression for C(x, t):

n

Clx,t) = Z (An - sin (n VZ x) +B,

0
- COS (n I:II/' X)) . e_D*t*(nJVn)z

(18)

The last step is to compute the values of A4,, and B,. For that
purpose, we can use the concentration profile at t = 0 :

1

w
x
A, =—f C(x,0) sin (7 * n * —)dx (19)
—w w

w

B, =~ f e *yd
= —_— * * —

"Ewl, x,0) cos (T *n W) x (20)
The initial profile C(x,0) is computed by COMSOL
simulations.

C. COMSOL Multiphysics simulation

COMSOL Multiphysics is a partial differential equation
solver based on the finite element method [12]. The geometry
used for the simulation is depicted in Figure 2.

We simulate the mix between a pure solvent (input 1) and a
solution with the molecule of interest (input 2). For both fluids,
the flow rate is fixed to Q; = Q, =5-10"* pl/s. The
concentration C; is equal to zero (pure solvent) while C, =
1mM. The diffusion coefficient of the molecule of interest is
D = 1072 m?s. the boundary condition at the exit of the mixer
is a free flow.

This configuration is used both for the determination of
C(x,0), and as a reference for the evaluation of the quality of
the compact model in the next section.

Q1,C1

—

/ Data extraction area

500pum
Figure 2. COMSOL simulation scheme of a Y microfluidic channel mixer

Q2,c2 4 10um
Q.2

D. Sigmoid fit
According to the COMSOL simulations , C(x,0) can be
approximated by a sigmoid profile (figure 3)

a
Tretea @D
with a, b and c three fitting parameters: a is directly
proportional to the concentration input, b gives the slope of the
sigmoid at the inflection point and is proportional to the input
flow rates and c is the position on the x-axis of the inflection
points. COMSOL simulations with different couples of input
flow rates show that a, b and ¢ can be written as follow:

C(x,0) =

( a=0C_,

b=k, k

i 1 (Qéj- Q) +k; 22)
C_Q1+Q2

where C2 is the concentration of the molecule of interest, k1
and k2 are two fitting parameters obtained from COMSOL
simulation, they depend on the Y junction geometry and fluid
homogeneity. In our case k1=605s/um* and k2=1.3um"'.

The maximal deviation of the sigmoid fit from the true
profile is 0.01 mM, which represent a relative error of about 2%.

+ COMSOL simulations
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Figure 3. Results of COMSOL simulation vs sigmoid equation: concentration

distribution at the entrance of the microfluidic mixer channel.

E. Computation of Fourier coefficients

Fourier decomposition applied to a periodic function, which

is not the case of a sigmoid. To overcome this, we “periodize”

C(x,0) by considering a function C (x, 0) of period 2 W and is

defined in the range [—W; W] by the following equation:
a

1 + e~ bUxl-0) (23)

C(x,0) =
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The comparison between the sigmoid and its Fourier series is
given in figure 4.

+  Fourier resolution
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Figure 4. Results of Python Fourier resolution vs sigmoid equation:
concentration distribution at the entrance of the microfluidic mixer channel

We finally test optimization of the number of basis
functions n in the Fourier series (Table I). We made several tests
with different n values and we compute the quadratic error in
all the channel between COMSOL results, Fourier resolution
and sigmoid fit. We can see there is no interest to go beyond
n = 5 because the error is dominated by the sigmoid
approximation dominated by the sigmoid approximation.

TABLE L.
QUADRATIC ERROR IN THE CHANNEL FOR N-ORDER FOURIER SERIES
N-order 1 3 5 7 9+
MSE COI\EI;())L/ Fourier |5 70 | 0418 | 0330 | 0317 | 0311
MSE S‘gf(';;;;d/ Fourier 15 26 | 0.835 | 0303 | 0.116 | >0.05

IV. RESULTS AND DISCUSSION

A. Hypothesis validation

COMSOL simulations will be used to validate the
hypothesis explained in subsection III-A. We compare the
results obtained with an isotropic diffusion (standard case) and
with an anisotropic diffusion (no diffusion along the channel
axis). Results are given in Figure 5 for different couples of input
flow rates. The maximum error over all the tests is around 1.2%,
which small enough to validate our hypothesis.
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Figure 5. Hypothesis validation: maximal error for different flow rates.
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B. Compact model

The compact model was first written in Python. Results are
compared to COMSOL simulations for several setups described
in Table II. These experiments are made with different flow
rates Q1 and Q2 to challenge our numerical solving.

These experiments show a concentration distribution close
to results find in the literature [13](Figure 6).

TABLE II.
SIMULATIONS SETUP
Experience | Flow rate Flow rate Ratio Channel Flow

# Q1 (nL/s) Q2 (nL/s) | R=Q1/Q2 Q=Q1+Q2
(nL/s)

1 0.5 0.5 R=1 Q

2 2.5 2.5 R=1 Q=5

3 1 0.5 R=0.5 Q=15

4 0.5 1 R=2 Q=15

5 2.5 0.5 R=0.2 Q=3

6 0.5 2.5 R=5 Q=3

@

3)

(5)

Channel width (um)
(IWw) uonenuasuo)

100 200 300 400

Channel length (um)

Figure 6. Results of experiences 1-6 from python Fourier series resolution. Y

axis channel width is stretch 1:10 to improve visibility. The ladder shows the
concentration in the channel.

The absolute difference between our model and COMSOL
simulation are given in Figure 7. The absolute maximal error is
about 0.07 mM, which represent 7% of concentration range
inside the channel. It should also be noticed that the maximal
error occurs at the beginning of the channel. This can be
explained by the perturbation of laminar flow due to the Y-
junction, which is computed by COMSOL but not integrated in
our model. Error decrease along the channel.

0

10_ =
e — |
N B %)
—
IDD 100 200 300 400 500 0 100 200 300 400 500

X axis: channel length (um)

—0.025

Y axis: channel width (um)
(Ww) uonesussuo)

Figure 7. Results of experiences 1-6. Data python Fourier series — Data
COMSOL simulation. Y axis channel width is stretch 1:10 to improve visibility.
The ladder shows relative difference concentration in the channel.

Figure 8 show a comparison between the output
concentration profile computed by COMSOL and the one
estimated by our compact model. The maximal error is 0.02

mM, which is 4% of the average concentration at the output of



the channel. We also compute the quadratic error for different
couple of flow rates inside the channel and at its output (Figure
9). The quadratic errors are very weak (< 2% on the whole
channel and <0.3% at the output).

+  COMSOL simulations
— Python simulations
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Figure 8. Transversal slice at the end of the channel experience 2. Differences
obtain with our python simulation vs COMSOL simulation
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Figure 9. Quadratic Error (1) maximum along the channel and (2) at the end of
the channel for different flow rate combinations

CONCLUSION

In this paper we presented a compact model for a passive
microfluidic channel mixer. The model is based on a time-to-
space transformation, a sigmoidal approximation of the
concentration profile after the Y-junction and Fourier series to
resolve diffusion equation in the microfluidic channel. This
compact model has been written in Python but is only
composed of analytics equations, which make it compatible
with VHDL-AMS or Verilog-A implementation. Thus, it can
be added to our database of compact models and interfaced with
other microfluidic, biochemical or electrical models for the

virtual prototyping of lab-on-chip.

In our model we only present molecule concentration from
one side of the Y channel. But we can consider a mix of two
different molecules C1 and C2. In this case we need two data
set for each molecule and due to our symmetric situation we
reverse the x axis to obtain the other concentration field.

In parallel, investigations will go on in order to improve the
model. We plan to integrate in the model the possibility for both

fluids to react inside the mixer.
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Abstract—Many emerging organic semiconductor devices suf-
fer from hysteresis effects caused by traps. The impact of such
traps on AC device performance has not been investigated yet.
In this paper, high-frequency non-quasi-static effects related to
dynamic trapping based on a theoretical framework, TCAD
simulations and experimental data have been studied. In contrast
to previous studies, the focus of this paper is the OFET’s high-
frequency performance and not the characterization of the traps.

Keywords—Dynamic Trapping, non-quasi-static (NQS), high
frequency(HF), Organic field effect transistor (OFET).

I. INTRODUCTION

The industrial, scientific, and medical radio band (ISM
band) with center frequency 13.56 MHz has been identified
as a target frequency that would enable first applications of
organic field effect transistors (OFETSs) in commercial appli-
cations [1]. Although the organic semiconductor technology
has made huge progress in the last years, their high frequency
(HF) performance is still not sufficient for applications such
as Radio-frequency identification (RFID) tags [1]. Hence, a
further increase of the transit frequency f; is required.

The limitation of the device performance can be attributed
to, among other things, high contact resistance, low mobility
and traps. Trap related hysteresis effects have been reported
in many fabricated OFETs [2] and other emerging device
technologies [3]. Traps are known to shift the internal bias
point of a transistor but - depending on the trap related time
constants- they can also affect the HF performance. Thus, a
deep understanding in characterization and modeling of trap-
related phenomena is important. However, hysteresis effects
are challenging to be characterized because established char-
acterization methods [4], [5] require either a bulk contact or a
MOS capacitor. Furthermore, to the best of our knowledge, the
effects of such traps on OFETs high frequency performance
for circuit design purposes have not been investigated so far.

We explain how one can exploit the trap dynamics of OFETs
for circuit design at high frequency. In principle our results can
be applied to a wide range of emerging FET devices such as
CNTFETs or 2D FETs, however in this work we focus on
OFETs.

II. THEORY
A. Carrier Density, Drift-Diffusion Equation System

The mobile hole carrier density p is calculated using the
conventional equation,
Ey — Ep
713) ; ey

kT

where N, is the effective density of states in the valence band,
kp is Boltzmann’s constant, T' is the temperature, Evy is the
valence band energy and EF, is the quasi Fermi energy of
holes. E is shifted by the electrostatic potential ¥ and Fr,
is shifted by the quasi Fermi potential of holes ¢,. Eq. 1 can
be applied to semiconductors with a parabolic band-structure
and to semiconductors with a Gaussian band-structure [6].

The density of the trapped carriers are calculated based on
the assumption that trapped holes populate a single trap energy
level E} with a density of states Ny. Therefore, the trapped
hole density is given by:

p:NVexp<

N; tt
Epi—FEi )
1+ exp ( 25 - )
where Fi is the Fermi-Dirac distribution function of the
trapped carriers and Epy is the trapped carrier’s Fermi level.
E; and Eyy are shifted by ¥ and by the quasi Fermi potential
of traps ¢y, respectively.
If a trap is not occupied by a hole, hence, it is occupied by

an electron. Therefore the density of trapped electrons ny is
given by

D = / NuF, (E)dE = ®)

ng = Ngg — py - 3

Inside the semiconductor, the conventional drift-diffusion
(DD) equation system is solved for holes, extended by the
continuity equation of trapped holes. The dynamics of the
trapped carrier is calculated based on the trapped carrier
continuity equation [7],

Opt

E = TPy — TePt- (€]

Here 7, is the capture rate of holes and 7, is the emission rate
of trapped holes. Equations 1-4 are implemented into our in-
house multi-material TCAD simulator COOS capturing semi-
classical [8] as well as quantum transport [9]. Note that only
traps whose trapping and release times are slow compared to
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Fig. 1. Equivalent circuit of a MOS capacitor capturing the impact of slow
traps.

the channel transit time (inverse of the transit frequency f;) are
considered in this study. This excludes all “fast” traps where
¢y = @p which have already been investigated in detail [10].
Furthermore we would like to stress that only slow traps cause
the hysteresis effects observed in experiments [11].

It has been shown in [7] that the relation between 7. and
Tc 1s given by:

Te Ev — Ej
—=p =N _— 5
5L =P veXp( T ) (&)
which reduces Eq. 4 to
dp
5 = Te (e —pipy) ©)

B. DC and AC Analysis of the Equation System

In the DC case, the solution of Eq. 6 is given by ¢y = ¢y,.
The impact of traps on the DC characteristics has been sum-
marized in [12]. The impact of slow and fast traps on the DC
characteristics is exactly the same, theoretically. However, only
the slow traps cause a hysteresis in the electrical characteristics
since in conventional staircase DC measurements the DC
condition % ~ 0 is never perfectly satisfied.

The impact of slow traps on a MOS capacitor can be
modeled with the equivalent circuit shown in Fig. 1 [5].
Cox and Cy are the oxide capacitance and the depletion
layer capacitance per unit area, respectively. Cy is the trap
capacitance per unit area and Ry the hole capture resistance.
In the case of a single level trap energy, the traps act like a
series RC-network with the series capacitance,

Cs = - NuFi (1= ) %
t
and the time constant
F;
=t ®)
TcP

III. TCAD STUDY OF HIGH FREQUENCY EFFECTS
CAUSED BY SLOW TRAPS

Next we qualitatively analyze the high frequency effects
caused by traps. For this study we have simulated a TIPS-
Pentacene based OFET. The parameters and the device struc-
ture are shown in table I and in the inset of Fig. 2, respectively.

The simulation results in Fig. 3 demonstrate that Ho; does
not drop with the usual 20dB/dec due to a distinct non-quasi

TABLE I
TCAD SIMULATION PARAMETERS

Parameters | Values and units |
leh 25 um
2eox 30 nm
tserni 30 nm
€r,semi 3
€r,8i02 3.9
Eg 2eV
Meff 11.7 * me
2
Mconst C{/ns
Ey —0.7eV
Np —1e22 Ly
p le — 22V
contact boundary condition ohmic

-Io (nNApm~1)

A Ny =0 i
o Ntt = 1015 m~2 eV_l
Ntt = 1016 m*Z erl

1

10—8 1 1 1
04 06 08 1.0 12 14 16

_VGS (V)

1.8 2.0

Fig. 2. Transfer characteristics in logarithmic scale for different trap con-
centration (Nit) at Vpg = —1V (The inset shows the structure of the
investigated devices).

static (NQS) effect in the trap affected devices. Therefore f;
can not, as usually done, be calculated by extrapolating Ho; at
an arbitrary frequency for trap affected devices. Particularly,
this means that the extrapolated transit frequency,

ft,cxtr - fmcasH21 (fmcas) (9)

underestimates the actual f;. At low frequencies, f; cxtr 1S

equal to
_ 9m,DC

ft,extr - )
2mCgq

(10)

which is usually employed to predict the high-frequency
performance of FETs.

In order to understand why f; is higher than f; pc we
analyze the AC transconductance,

9m,AC = %{Ym - le}, (11)
the total gate capacitance,
Y11

and the output conductance Ya5. The typical double plateau
behavior for g, ac (Fig. 4) that has been predicted in [13],
[14] can be observed before gm ac starts to decrease (not
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Fig. 3. Current gain H2; for a trap affected and a trap free OFET at Vgg =
—1.5V and Vpg = —1V.
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Fig. 4. Frequency dependent transconductance gy, ac for a trap affected and
a trap free OFET at Vgg = —1.5V and Vpg = —1V.

shown here) at higher frequencies. As soon as the slow
traps can not follow the surface potential anymore, gm ac
rises, whereas C,, decreases (Fig. 5). The combination of
these effects causes the current gain to rise and therefore f;
increases. The output conductance decreases as the traps stop
following the AC signal, as can be seen in Fig. 6.

In summary our simulations predict the following trap-related
effects:

e gm at high frequencies is higher than one would expect
from DC measurements

e (g at high frequencies is lower than one would expect
from DC measurements

e f¢ is higher than f; pc

o Y5, at high frequencies is lower than one would expect
from DC measurements

IV. OBSERVATION BY EXPERIMENTS

According to the simulations, the influence of slow traps
on the AC behavior of trap affected devices is observed
at extremely low frequencies. Hence, the characterization of
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Fig. 6. Output conductance for different Ny at Vgg = —1.5V and Vpg =
—1V.

the effect is challenging using conventional AC measurement
equipment, e.g. VNAs and bias tees. Furthermore , the required
voltage for operation of OFETs is rather large which can
be another limiting factor when using commercial measuring
equipments.

In order to characterize the low frequency small signal
behavior of OFETs we employed a Bode 100 from Omi-
cron, together with an in-house built interface circuit. The
used OFETs were prepared on Si wafers with a 300 nm
thick SiO2 gate dielectric. The cleaned wafer substrates were
treated with phenyltrichlorosilane (PTS) to provide sufficient
wettability for the subsequent solution deposition process.
The organic semiconductor 2,7-Dioctyl[1]benzothienol[3,2-
b][1]benzothiophene (C8-BTBT) was used as active channel
material and deposited via the solution-shearing method. Top-
contacts were prepared by thermal evaporation through a
shadow mask.

Fig. 7 shows the measured frequency dependent transcon-
ductance g, ac for two different fabricated devices. As
predicted, the transconductance increases with frequency as
shown in Fig. 4.
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Fig. 7. Frequency dependent transconductance g, ac of two different
fabricated OFETs (a) Device with low gain (b) Device with high gain
at Vps = —50V and Vgs = —50V. The inset figures show transfer
characteristics of devices with forward-backward sweep.

The increase of gm ac in the experimental results is clearly
visible, however the magnitude strongly depends on the oper-
ating point and the device fabrication process, which affects
the density of slow traps. The small hysteresis of transfer
characteristics (inset of Fig. 7) confirms the presence of less
slow traps in our fabricated devices.

V. TOWARD PHYSICS BASED COMPACT MODELING TRAP
RELATED HIGH FREQUENCY EFFECTS

While the equivalent circuit in Fig.1 gives basic insights into
trap related effects, for compact models the approach presented
in [3], [15] is better. Fig. 8a shows an equivalent circuit for
modeling the shift of the threshold voltage by the voltage drop
Vr due to the presence of traps. This model besides existing
FET-compact models can be used to describe the impact of
traps. Since V7 in Fig. 8a is time-dependent, a proper selection
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Fig. 8. (a) Equivalent circuit to capture trap related effects [15] (b) Current
gain Ha1 of an OFET compact model extending by (a) at Vpg = —12V
and Vgg = —15 V.

of C}, and R, allows to capture fast as well as slow traps.
The trap dependencies of the threshold voltage and the drain
current are described by

It = ans+BVdngs+7 (13)
where «a, B and ~ are fitting parameters. The qualitative agree-
ment of circuit simulation results for the frequency dependence
of the current gain hg; in Fig. 8b and the TCAD simulation
results in Fig. 3 confirms that the described compact modeling
approach could be used to study the impact of slow traps at the
circuit level by adjusting the RC-elements and the parameters
in Eq. 13 properly.

VI. CONCLUSION

This study indicates that one can not predict the AC behav-
ior from DC measurements of trap affected devices. While the
present results reveal trap-related effects in a narrow frequency
range, it is expected to see these effects for a larger frequency
range for traps with a broad energy distribution.

The results so far have implications for high frequency
circuit design. The most important finding is that f; is higher
than one might predict from DC measurements. Furthermore
gm,Ac is higher than ¢, pc. Another conclusion of our work
is, that Cy, decreases at high frequencies which is highly
beneficial for input matching.

For low bandwidth applications such as RFID tags, it might
be interesting to turn on the transistor only for a short time
to prevent the charging of the traps and thus, to get access to
the almost trap-free high frequency capability of the OFET.
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Abstract—The g,,/Ip methodology is applicable for the circuit
design in advanced nanometer technologies. This work proposes
a systematic parameter extraction process for a simplified EKV-
model with only three model parameters which is applicable to all
CMOS technologies. The extraction procedure relies only on the
drain current for a sweep of the gate voltage without the need of
additional extraction simulations in SPICE or parameters from
the model card. Therefore, it is independent from the applied
technology or the compact model of the SPICE simulation. For
devices with short channel lengths, three variations of the EKV
model were evaluated which consider velocity saturation. The
resulting model provides good results compared to the SPICE
simulation over the complete operation region of the technology
for long and short channel devices while keeping simplicity for
fast tool-based circuit design procedures and hand calculations.

Keywords—Transistor Modeling. Parameter Extraction, Design
Process, EKV, MOSFET, FDSOI, Nanometer Technology.

I. INTRODUCTION

The gn/Ip design methodology is gaining popularity with
smaller technologies, especially for low power designs for am-
plifiers [1]. While g, is a small signal parameter determining
the gain of an amplifier, Ip is an important parameter for the
operation point. Both construct the transconductance efficiency
gm/Ip. In addition, the g,,/Ip characteristic for a transistor
covers all possible operation regions in one consistent and
smooth model that is easy to use for hand calculations. This
methodology can be applied in deep submicron or nanoscale
bulk, single- and double-gate FDSOI and FinFET CMOS
technologies [2], [3]. However, different approaches for the use
of the g.,/Ip curves do exist. Most often the semi-empirical
design procedure based on lookup tables is referred to as the
gm/Ip methodology [4]. The inversion coefficient is defined
and used in most approaches [5], [6], [7] while not mandatory
and not always used [4]. Likewise, the parameter extraction is
handled differently. While [5] shows a variety of possible def-
initions for the subthreshold slope of n for different operation
regions, it is usually assumed to be constant over the inversion
coefficients (IC) in many cases for simplified calculations [8],
[9]. In order to work with the g,,/Ip design procedure, the
model parameters have to be extracted. This can be performed
using the charge equations as in [4]. However, the authors
decided for a lookup table based design approach with small
signal parameters without the use of the inversion coefficient
rather than analytical model calculations. A Verilog-A model
is given in [10] with a detailed parameter extraction procedure.

Copyright © 2020 by Department of Microelectronics € Computer Science, Lodz University of Technology

This model is suitable for SPICE simulations and can model
the MOS behaviour precisely. However, it is an iterative
simulation model and is not suitable for hand calculations.
A non-iterative simplified EKV model is shown in [9], which
covers the complete operation region of the EKV model. Some
model parameters can be extracted from simulations while
most of them are taken from the BSIM model card. This makes
the acquirement of the parameters very process dependent and
manual modifications have to be performed for the parameter
extraction from different SPICE models. Other simplified EKV
models are presented in [6]. These models vary in complexity
and are approximations for a certain operation region or cover
several regions of the MOS device. While they are very useful
for hand calculations, no exact parameter extraction procedure
is proposed. [11] shows a parameter extraction for a 28nm
bulk technology for a simplified EKV-model while the exact
extraction points are not provided. In this work, a simplified
EKV model is used which is suitable for hand calculations.
This model uses only the subthreshold slope n, the technology
specific current Igpec and A. to model velocity saturation.
For a tool-based design procedure as presented in [4], [12],
[13] the gn/Ip curves are already available. The approach
in this work uses only this database to extract the model
parameter without the need for an additional SPICE simulation
or parameters from the SPICE model card and is based on the
slope of the g,,/Ip curve. This makes it possible to adapt this
method to other technologies and to already existing databases.

II. EKV MODEL

The Enz-Krummenacher-Vittoz (EKV) model is a charge-
based transistor model suitable for advanced technology nodes
[5], [8]. Different versions for SPICE simulations do exist
(EKV2.6 and EKV3.0). Nevertheless, its core is based on a
few parameters and it is also suitable for hand calculations.
Furthermore, very simple expressions do exist which cover
certain operation regions or cases, i.e. weak inversion (WI),
strong inversion (SI) or velocity saturation (VSAT). For WI
the transconductance efficiency g.,/Ip can considered as a
constant:

Gm _ 1
ID nVT

where n is the subthreshold factor and Vi is the thermal

)]
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voltage. For SI, the g,,/Ip is proportional to 1/\/iC and can
be expressed as follows:

gm 1 1

o~ nVo VG @

I
with IC = -2

w
P 3

and Ispee = ZnMCOXV%¥ = I
spec
This approximation describes the negative slope of the
gm/Ip in Fig. 1 and 2 for large inversion coefficients and long
channel devices without significant velocity saturation. Taking
care of both operation regions for devices without velocity
saturation, the WI+SI model from [6] is as follows:

Im _ Lﬂ )
[D - nVT \/IC

With increasing Vg the electric field approaches a critical
point where it reaches its maximum, resulting in a velocity
saturation of the charge carriers in the channel. For VSAT the
gm/Ip is given by
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Fig. 1. Vpg and L variation of the gm/Ip curves of the SPICE model.

The effect of velocity saturation is more pronounced in
short channel devices. A comprehensive summary of these
simplified models for certain operation regions is presented
in [6], i.e. a model which covers weak inversion and velocity
saturation (WI+VSAT)

g 11
dm - - 6
Ip nVr 14+ AJIC ©

and a model which includes strong inversion as well, denoted
here as (WI+SI+VSAT)
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In [8] a simplified model is presented which covers weak
inversion and velocity saturation (WI+VSAT Enz)
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These simplified models are evaluated and compared in the
next section of this work.

T T 1T T T 1T ST T T T T T T T T T TTTIT
N

100 O B P O O O

---SI
- - - WI
Vsat
—— WI+SI
~ — - WI+VSAT
SI+VSAT
—— WI+SI+VSAT
- - - WI+VSAT ENZ
—2 [ [ TTI
1073 1072

'IIVT

gm/ID
T T TTTT]
AR

103

102

10!

100
IC

107t

Fig. 2. Comparison of different EKV models considering different operation
regions of a MOSFET device.

III. PARAMETER EXTRACTION

The extraction procedure is based on g,,/Ip curves from
SPICE simulations, where Vpg is swept for each curve, as
shown in Fig. 3 and 5.

Vas,p 0—+ PMOS

Vs l

i Vbs

Vas,p

Ves N

Vas l Vas,n °—| NMOS

Fig. 3. Measurement circuit in SPICE for the extraction of the gm/Ip curves.

i Vbs

The threshold slope n is calculated using the feature that
gm/Ip converges for IC — 0 in eq. (6) to the WI solution in
eq. (1). This is used by calculating the maximum of g,,/Ip
from the SPICE simulation in order to extract n:

ne 1 ©)

Vr max (%)
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Fig. 1 demonstrates that the g, /Ip curves variate over
the gate length and Vpg, which is also reported for other
technologies [5], [9]. Thus, the model is extracted for each of
these data tuples of the gate length L and Vpg. From equations
(2) and (5), Ispec and A, can be determined. In order to find an
extraction point for these parameters, the logarithmic function
is used for SI

m 1 1
log (%HVT) = log (\/ﬁ) =3 [log (Zspec) — log (Ip)]
(10

and for VSAT:

log (BHVT> log ( spcc) log (A\c) —log (Ip)  (11)

with the slope denoted as

0log (9"‘ nVT)
T ey

Eq. (10) and (11) show that log 4 Zm has a slope of -1/2 and -1
with respect to Ip for SI and VSAT respectively. Fig. 4 shows
the slope of log * from the SPICE simulation for the long and
the short channel device. The slope changes gradually from
0 to approx. 1.1 for the short channel device. However, the
slope for the long channel device does not reach -1. In order
to extract a model for long as well as short channel devices,
Ispec 1s derived evaluating eq. (10) from a long channel device
with negligible velocity saturation at the Ip where the slope
of log = is -1/2:

12)

L am
w De=-1210 2[ios(8)] s

The same procedure is performed for the short channel
device using eq. (11) and evaluating log ‘}—;‘ at a slope of -1
in order to calculate \.:

Iy = (13)

I
)\p _ spec
Loles(#2)]

This extraction is performed for each Vpg from the SPICE
database. Vpg and Vg are swept in a range from O to 1V
which covers the complete operation region of the technology
and L from 30nm to 3um. If the slope of log nVT does
not reach -1, only the long channel model w1thout the velocity
saturation is used.

The complete extraction algorithm is shown in Fig.5 and
can be easily automated for a typical tool-based gn,/Ip design
procedure. The resulting model covers the Vg dependence of
the g.,/Ip curves as well as the velocity saturation, if possible,
with only three model parameters.

Fig. 6 and 7 show the results for the extracted parameters
as well as the mean absolute relative error (MARE) for the
long channel model compared to the SPICE simulations
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Fig. 4. Slope of log Ig‘ nVr for the long and short channel device.

SPICE-Simulation:
Ip over Vg
gm over Vg (opt.)

|

extract n
for each L and Vpg
i
Olog m
compute alog‘)i (%)
for a long channel device

foreach Vpg

a1 m
extract Iypec @ 010;%,3 (§D> = 7%
for a long channel device (L=L.x)
i

foreach L # Laz |
extract A\, @

e
yes

short channel
model (Il, Ispec» >\(‘)

ol m)
Plog 1o (15) = ~1

long channel
model (n, Igpec)

Fig. 5. Parameter extraction procedure from the SPICE database.
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where njc is the number of simulation points over all inversion
coefficients over a Vgg sweep.
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As expected, n is almost constant except for very short
devices and A. shows a Lsat/I dependence as [2] indicates.
I, is constant over L and therefore only shown for the Vpg
sweep. The MARE for the long channel model shows a good
agreement of the model for large L and high Vpg with only
two model parameters and a MARE below 0.04. However, for
small device lengths and/or low Vpg the model error increases
drastically up to a MARE above 1.
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The choice of the appropriate model for the short channel
devices is not obvious. Fig. 2 shows the different g,,,/Ip curves
for the models used in this work and some additional from
[6], which share the same values for n, Ispec and A. and are
capable of modelling short channel devices. It can be clearly
seen that for very small and very large inversion coefficients in
WI and VSAT the models converge to the same g,,/Ip value
and the same VSAT slope, respectively. For moderate inversion
(0.1 < IC < 10), the gn/Ip values deviate for each model.
Nevertheless, none of the models can describe the behavior of
the slope in Fig. 4 adequately which goes below -1 for large I
and IC, respectively. Therefore, the three models from eq. (6)
to (8) are evaluated and compared to the SPICE simulations.

In order to evaluate the parameter extraction for the short
channel models, the MARE for these models are compared
in Fig. 9 to the MARE of the long channel model, which is
lightly overlayed in (a) to (c). The view angle is different than
in Fig. 7 in order to show the improvement of WI+VSAT ENZ,
WI+SI+VSAT and WI+VSAT using \. over the WI+SI.

The short channel models are only defined for certain L
and Vpg values where \. can be extracted. Nevertheless,
this is the very operation region where the MARE for the
long channel model increases drastically. WI+VSAT ENZ
and WI+VSAT have very similar error characteristics with
WI+VSAT performing slightly better. The MARE of WI+SI
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Fig. 8. gm/Ip from SPICE simulation and from the EKV model for Vpg =
0.4V, L =300nm n = 1.4572 and \. = 0.41218.

reaches only a peak of slightly over 0.2 and is around 0.1
to 0.15 for the most L and Vpg values with a minimum of
0.05. Still, WI+VSAT and WI+VSAT ENZ support significant
improvement compared to the long channel model. However,
WI+SI+VSAT performs poorly compared to the other short
channel models and gives a moderate improvement over the
long channel model. The advantage of the WI+SI model over
the other models, which take VSAT into account, is not in
general and is very technology dependent. Therefore, one
of the other two models presented here may be the better
choice for other CMOS technologies. Fig. 8 shows the g../Ip
curves from the SPICE simulation for a short channel device
compared to the resulting long channel model and a short
channel model. It can be clearly seen, that the long channel
model cannot model the steep slope of the g.,/Ip curve for
strong inversion, whereas the short channel model (WI+VSAT)
recreates the characteristic also for the strong inversion.

IV. CONCLUSION

This paper proposes a systematic parameter extraction for
a simplified EKV-model with only three model parameters
and applies it to a 28nm FDSOI technology as an example.
Compared to other approaches, this work evaluates the slope
of the g.,/Ip curve. The algorithm determines the extraction
points automatically from the database and whether the veloc-
ity saturation has to be considered or the long channel model
with only two model parameters is sufficient. In case of the
28nm FDSOI technology for moderate and high Vpg and large
L, the technology current I, and the subthreshold slope n
are sufficient for the model. For the velocity saturation A.
three different model approaches were compared in order to
improve the model accuracy. The FDSOI can be modelled
with the WI+VSAT model with a mean absolute relative error
slightly above 0.2 down to 0.05, depending on the transistor
dimension and the drain-to-source voltage. In addition to that,
two other models are presented, which are capable to model
the same operation and design space with less performance.
Nevertheless, this extraction procedure can easily be applied
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to other CMOS technologies (i.e. bulk, FinFET) and is inde-
pendent from the used SPICE simulation model. Furthermore,
it can be easily automated and applied to already existing
databases from tool based g,,/Ip design procedures without
the need of additional SPICE simulation for measurements.
While this resulting model is very simple and can be used for
hand calculations, it is fairly accurate over the complete design
space of the technology for a first design approach, even for
nanometre scale feature sizes of the MOSFET and low voltage
designs.

(1]

(2]

(3]

REFERENCES

W. Sansen, “Minimum power in analog amplifying blocks: Presenting
a design procedure,” IEEE Solid-State Circuits Magazine, vol. 7, no. 4,
pp- 83-89, 2015.

C. Enz, F. Chicco, and A. Pezzotta, “Nanoscale mosfet modeling: Part 2:
Using the inversion coefficient as the primary design parameter,” IEEE
Solid-State Circuits Magazine, vol. 9, no. 4, pp. 73-81, 2017.

S. El Ghouli, D. Rideau, F. Monsieur, P. Scheer, G. Gouget, A. Juge,
T. Poiroux, J.-M. Sallese, and C. Lallement, “Experimental gm/id
invariance assessment for asymmetric double-gate fdsoi mosfet,” IEEE
Transactions on Electron Devices, vol. 65, no. 1, pp. 11-18, 2017.

P. G. Jespers and B. Murmann, Systematic Design of Analog CMOS
Circuits. Cambridge University Press, 2017.

C. C. Enz and E. A. Vittoz, Charge-based MOS transistor modeling:
the EKV model for low-power and RF IC design. John Wiley & Sons,
2006.

W. Sansen, “Biasing for zero distortion: Using the ekv\/bsim6 expres-
sions,” IEEE Solid-State Circuits Magazine, vol. 10, no. 3, pp. 48-53,
2018.

(71

[8]

[10]

[11]

[12]

[13]

D. M. Binkley, M. Bucher, and D. Foty, “Design-oriented characteriza-
tion of cmos over the continuum of inversion level and channel length,”
in ICECS 2000. 7th IEEE International Conference on Electronics,
Circuits and Systems (Cat. No. 00EX445), vol. 1. IEEE, 2000, pp.
161-164.

C. Enz, F. Chicco, and A. Pezzotta, “Nanoscale mosfet modeling: Part 1:
The simplified ekv model for the design of low-power analog circuits,”
IEEE Solid-State Circuits Magazine, vol. 9, no. 3, pp. 26-35, 2017.

D. M. Binkley, “Tradeoffs and optimization in analog cmos design,”
in 2007 14th International Conference on Mixed Design of Integrated
Circuits and Systems. 1EEE, 2007, pp. 47-60.

W. Grabinski, D. Tomaszewski, F. Jazaeri, A. Mangla, J.-M. Sallese, M.-
A. Chalkiadaki, A. Bazigos, and M. Bucher, “Foss ekv 2.6 parameter
extractor,” in 2015 22nd International Conference Mixed Design of
Integrated Circuits & Systems (MIXDES). leee, 2015, pp. 181-186.
C.-M. Zhang, F. Jazaeri, A. Pezzotta, C. Bruschini, G. Borghello,
S. Mattiazzo, A. Baschirotto, and C. Enz, “Total ionizing dose effects
on analog performance of 28 nm bulk mosfets,” in 2017 47th European
Solid-State Device Research Conference (ESSDERC). 1EEE, 2017, pp.
30-33.

T. Schifer, T. Hillebrand, N. Hellwege, M. Erstling, D. Peters-
Drolshagen, and S. Paul, “Design and verification of analog cmos cir-
cuits using the gm/i d-method with age-dependent degradation effects,”
Journal of Low Power Electronics, vol. 13, no. 1, pp. 135-147, 2017.
N. Hellwege, N. Heidmann, M. Erstling, D. Peters-Drolshagen, and
S. Paul, “An aging-aware transistor sizing tool regarding bti and hcd
degradation modes,” in 2015 22nd International Conference Mixed
Design of Integrated Circuits & Systems (MIXDES). 1EEE, 2015, pp.
272-2717.

49



June 25-27, 2020, Lo6dz, Poland

Proceedings of the 27" International Conference "Mixed Design of Integrated Circuits and Systems"

Qucs-S/QucsStudio/Octave Schematic Synthesis
Tools for Device and Circuit Parameter Extraction
from Measured Characteristics

Mike Brinson
Centre for Communications Technology
London Metropolitan University

UK

Email: mbrin72043 @yahoo.co.uk

Abstract—A universal technique for the extraction of device
parameters or circuit component values from measured perfor-
mance data is presented. The proposed method can be used by
any circuit simulator that implements parameter sweep features
and allows user defined tabulated data with independent voltage,
or current, sources. A key feature of the reported extraction
process is the use of schematic capture simulation icons, with
their sweep parameters tabulated as a list of data points,
synthesized from CSV measured data. By overlaying simulation
output data on top of measured values, then varying user selected
parameter/component values and re-simulating repeatable until
the two data sets converge, it becomes possible to extract
parameter/component values to within a specified error limit.
In this paper FOSS circuit simulators Qucs-S/QucsStudio and
the numerical analysis package Octave are used to demonstrate
the application of the proposed schematic capture synthesis
procedure in the investigate of diode inductance at high forward
d.c. bias currents and a.c. signal band width.

Keywords—Qucs-S, QucsStudio, Octave. compact device mod-
eling, parameter extraction, tuning, optimization

I. INTRODUCTION

The extraction of device parameters and circuit component
values from d.c., a.c., and transient measurements are signifi-
cant steps in establishing the validity of device and circuit sim-
ulation models. One of the most important practical techniques
used for this purpose relies on the comparison of measured
and simulated output data where each dependent data set has
a common independent axis selected from signal frequency (in
the a.c., S, Z and Y domains) or time (in the transient domain)
or swept parameter values (in all domains). The extraction
process proceeds by overlaying simulation output data on top
of measured data, varying user selected device parameters, or
component values, then re-simulating the device/circuit under
test until the two data sets line-up within a specified error limit.
The Qucs-S/QucsStudio Free Open Source Software (FOSS)
circuit simulators [1][2] allow individual or groups of parame-
ters to be varied by “manual slider tuning” (QucsStudio) or by
computer controlled optimization employing objective target
functions (Qucs-S and QucsStudio). This paper introduces a
groundbreaking parameter extraction technique which links
measured and simulated output data via Qucs-S/QucsStudio

test bench schematics. To ensure that the independent X axis
of the measured and simulated data have the same range
and number of data points simulation is controlled by icons
synthesized from the measured X scale data. The primary
task of these icons is to set up and instantiate simulation
while simultaneously ensuring that the independent axis of
the measured and simulation output data are aligned auto-
matically during parameter extraction. An overview of this
process is shown diagrammatically in Fig.1. To illustrate the
procedure data from a study of the admittance of a forward
biased semiconductor pn junction diode is introduced, it’s
model parameters extracted, analyzed and commented on. In
this example the pn junction is represented by a non-linear
Verilog-A module that models diode inductance generated by
conductivity modulation and frequency dependent minority
carrier lifetime at high forward d.c. bias currents [3][4][5].

II. OCTAVE SYNTHESIS FUNCTIONS FOR THE
EXTRACTION OF DEVICE AND CIRCUIT PARAMETERS
FROM MEASUREMENTS

A key feature of the reported parameter extraction method
is the use of Qucs-S/QucsStudio simulation icons with their
independent sweep parameter tabulated as a list of data points,
for example in the case of a.c. simulation variable “Sweep
parameter” is set to acfrequency, variable “type” is set to list
and vector “values” is set to a semicolon separated list of
signal frequencies. The listed data points must be in ascending
or descending order of magnitude. In those instances where
only a few measured data points are needed, or indeed are
available, they can be simply entered manually on a schematic
diagram. In most cases however, this is impracticable due to
the large number of data points, and it is better to convert
CSV formatted data to a character separated number list
using Octave [6]. Finally, after building the numerical lists, an
Octave m function is used to synthesize one or more Qucs-
S/QucsStudio simulation control icons. Although the icons
shown in Fig.1 have different data formats, which largely
depending on the simulation domain, the use of Octave to
convert CSV tabulated measurements to Qucs-S/QucsStudio
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Fig. 1. A block diagram illustrating the fundamental stages for reading
measured data, building extended independent and dependent variable lists
and synthesizing sets of simulation control icons.

icon lists is in most cases similar. The example described in the
text outlines the detail steps in the synthesis process. These can
also be easily modified to change, for example, simulation type
or add a higher number of dependent variables. The Octave
m function given in Fig.2 lists the steps for synthesizing a
set of d.c. simulation control icons applicable to extracting
device parameters from measured diode 1d/Vd characteristics.
Sample sections of a typical diodeDCIV.csv data file and the
initial dctemplate.sch template are also given in Fig.3.

III. THE EXTRACTION OF DIODE D.C. CIRCUIT
PARAMETERS FROM MEASURED DATA

Mlustrated in Fig. 4 is a QucsStudio test bench schematic
for extracting diode best fit d.c. parameters s and Rs, with
N = 1.0, from the Id/Vd overlay graphs plotted in Fig.4
(b). These parameters are defined in Table I and equation
5. The parameter tuning sliders drawn in Fig.4 (c) can be
adjusted manually to obtain the best fit by visual comparison
of the measured and simulated output data plots. Synthesized
simulation icons formed from a tabulated list of measured data
are represented in Fig.3 (c) by the normal Qucs-S/QucsStudio
schematic symbols with attached horizontal lists of data points
separated by a semicolon or comer deliminator character. The

synthesized icons are generated, and stored in file DCsimTem-
plate.sch, by simulating Octave m function dcextractxy. Note
that the simulation icon lists shown in Fig.3(c) have, for
convenience, been truncated at the right hand side of the
schematic diagram. Note also that the schematic illustrated
in Fig.4 is different from the classical SPICE 3f5 diode model
[7] in that it has an additional terminal F' that senses signal
frequency during simulation. In d.c. simulation the voltage on
terminal F' is set to 0 V d.c. to represent 0 Hz. Similarly,
during other types of simulation it is set to a real voltage that
represents the signal frequency in Hertz. Fig.5 in contrast to
Fig.4 gives the details of an optimization simulation icon, its
control settings and typical best fit output data, where in most
instances, the slider extracted parameters act as initial values
for a computer optimization refined fit.

function dcextractxy();
% An Octave function to extract measured x values (independent) and
% y (dependent) values from an n row, 2 column csv table. Extracted x
% and y lists are synthesized into a set of d.c. simulation icons.
% (C) 2020 Mike Brinson: Published under GNU General Public License
% Function dcextractxy() was developed from:
% fillmeas.m 1.0 (C) Z. Huszka 09-July-2019, and
% fillmeasurementidep.m (C) Mike Brinson 11 October 2019.
% ==== |nitialize variables =
measureddcdata="diodeDCIV.csv"; dctemplate="DCtemplate.sch";
dcsimtemplate="DCsimTemplate.sch"; csvdelim=";";
listdex=[]; listdey=[];
fidread=fopen(dctemplate,"r"); fidwrite=fopen(dcsimtemplate,"w");
% === Extract measured d.c. data ===
[dex, dey ]=textread(measureddcdata,"%f%f","delimiter",csvdelim);
% === Build modified x and y lists ===
for k=1:length(dcx)
listdex=[listdex,num2str(dex(k)),";"];
end
listdex(end)=[];
for k=1:length(dcy)
listdcy=[listdcy,num2str(dcy(k)),","];
end
listdcy(end)=[];
% === Synthesize modified simulation control icons ===
while 1
if findstr(line,"Eqn")
found1=findstr(line,"["); found2=findstr(line,"]");
line=[line(1:found1),listdcy,line(found2:end)];
fprintf(fidwrite,"%s\n" line);
elseif findstr(line,".SW")
found=findstr(line,"");
line=[line(1:found(end-1)),listdcx,line(found(end):end)];
fprintf(fidwrite,"%s\n" line);
else
fprintf(fidwrite,"%s\n" line);
end
line=fgetl(fidread);
if feof(fidread)
if ischar(line)
fprintf(fidwrite,"%s\n" line);
end
break
end
end
fclose(fidread); fclose(fidwrite);
display("dcextractxy finished without error.\n");
return

Fig. 2. Octave function dcextractxy.m code: Works with QucsStudio netlist
syntax. Modify as necessary for Qucs-S netlists.
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Fig. 3. Input and output data for Octave function dcextractxy(): (a) Mea-
sured input data, (b) dctemplate file "diodeDCIV.csv”; (c) desimtemplate file
;’DCsimTemplate;”

IV. MODELING SEMICONDUCTOR PN JUNCTION DIODES
OF HIGH FORWARD D.C. BIAS OVER WIDE FREQUENCY
BANDWIDTH

Conventional semiconductor diodes are constructed with
metal contact terminals connected to short lengths of bulk or
doped semiconductor material on either side of a pn junction.
These add a finite amount of electrical resistance in series with
the pn junction. The basic SPICE diode model represents this
series resistance as a fixed parasitic resistance Rs. In reality
however, at high d.c. currents, minority carrier charges accu-
mulate in the series semiconductor material causing changes
in the minority carrier density. Hence, as the diode d.c.
current increases or decreases the resistance of the bulk/doped
semiconductor varies. This process is often referred to as
conductivity modulation [8] where Ry is the intrinsic bulk
semiconductor material resistance with no extrinsic charge, K,
is a real number that changes for different types semiconductor
material, doping level and device geometry, I, is the diode
d.c. bias current, and the ratio K, /Ry is called the coeffi-
cient of conductivity modulation. One of the consequences
of conductivity modulation in semiconductor diodes at high
d.c. bias currents and high a.c. signal frequencies is the
generation of an inductive component in the diode admittance
Yo =Y. +j-Yi(w) [9], where Y, and Y; are the real and
imaginary components of the diode admittance respectively.
The high frequency Ldiode compact model in Fig.6 illustrates
the structure and hierarchy of an experimental model that
includes the basic conventional SPICE diode elements R, Iy
and capacitance represented by nonlinear depletion and diffu-
sion charges Qdep and Qdif f respectively. In the frequency
domain resistor Rs; models conductivity modulation and is
taken to be a function of I;. Similar to the conventional SPICE
diode model it is considered to be a fixed value in the nonlinear
d.c. domain. Experimental compact model Ldiode models the
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device current phase shift at high frequencies by a simple
algebraic function of the diode minority carrier lifetime (7't)
and a.c. signal frequency F'. The physical properties of the
experimental Ldiode model are represented by the following

equations
\Z
Id=1Is-|exp| ——==]—1.0 1
P n-VI'H M
IRx =V;/RGMIN 2
. -M
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Fig. 4. Model Ldiode d.c. parameters N = 1.0, I's and Rs extracted using
Octave m function dcextractxy() and manual "tuning sliders”: (a) QucsStudio
test bench schematic, (b) measured Id/Vd data (* plot) and simulation output
data (solid line) overlay plots, and (c) slider settings displayed along side
schematic.
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Where Tt(F) = Tt- (1.0 + «- F) and F is the a.c. signal
frequency in Hz and GMIN is the minimum conductance
supported by Qucs-S/QucsStudio (normally in the range le-
12S to 1e-9S). Other symbols are defined in Fig.6 or Table
I. Fig. 7 lists the Verilog-A module code [10][11] for the
experimental /diode module introduced in Fig. 6. This module
is structured around a subset of the basic SPICE diode model

with extensions in the forward .d.c. bias region to account for
conductivity modulation at high currents. To ensure correct
a.c. performance of the device in the reverse bias region
a simplified depletion capacitance model is included in the
ldiode module Verilog-A code.

TABLE I

LDIODE COMPACT MODEL PARAMETER VALUES
Name | Description Unit Default
N Emission coefficient 1.64
Is Saturation current at Temp. A le-9
Tt Minority carrier lifetime at Temp. s 2e-9
RO Bulk semiconductor resistance at Temp. | Q 288
Kr Value depends on doping and geometry | 1/A 226
« Conductivity modulation coeff. 0.009
B Conductivity modulation power coeff. 0.8
M Grading coefficient 0.5
Vi Junction potential \% 0.7
Temp | Diode temperature Celsius | 27

‘include "disciplines.vams"
‘include "constants.vams”
module DiodeModel9(nAnode, nCathode, nfreq);
inout nAnode, nCathode, nfreq;
/I (C) 2020 Mike Brinson: Published under GNU
/I General Public License V2 or later.
electrical nAnode, nCathode, nfreq, ni0, ni1, ni2;
parameter real N = 1.44; parameter real Tt = 2e-9;
parameter real Is = 5.6e-10; parameter real Temp=26.58;
parameter real RO = 22.5; parameter real Kr = 180;
parameter real CO = 1e-12; parameter real M = 0.5;
parameter real Vj = 0.7; parameter real alpha = 0.01;
parameter real beta = 2.0; parameter real Rs = 0.5;
branch (nAnode, ni1) B1; branch (ni1, nCathode) B2;
branch (nfreq) B3;
real TempK, VTH, Id, GMIN;
analog begin
GMIN = 1e-12; TempK = Temp+273.15; VTH = ('P-K/'"P-Q)*TempK;
Id = Is*(limexp(V(B2)/(VTH*N))-1.0) + GMIN*V(B2);
if (V(B3) <=0.0)
begin
1(B1) <+ V(B1)/(Rs+1e-9); I(B2) <+ Id; |(B2) <+ ddt(Tt*Id);
1(B2) <+ ddt(CO*(Vj/(1.0-M))*pow( (1.0-V(B2)/Vj), -M));
end
else
begin
1(B1) <+ V(B1)*(1.0/(R0/(1+Kr*1d))); 1(B2) <+ Id;
1(B2) <+ ddt(V(B2)*1d*Tt*(1.0+alpha*pow(V(B3), beta))/(N*VTH));
1(B2) <+ ddt(C0*(V(B2)+M*V(B2)*V(B2)/(2.0*V))));
end
1(B3) <+ V(B3)*1e-9;
end
endmodule

Fig. 7. Verilog-A module DiodeModel9 for the experimental diode model
Ldiode: with F=0.0 Hz the model reverts to a basic SPICE level 1 diode
model. Noise and reverse bias breakdown effects are not modeled

V. MEASUREMENT OF DIODE ADMITTANCE, OPERATING
AT HIGH D.C. FORWARD BIAS, OVER THE FREQUENCY
RANGE 50KkHZ 1O 1GHZ.

A fundamental test bench for measuring or simulating the
admittance of a forward biased diode is given in Fig. 9. Central
to the test set up is the forward biased diode with separate
d.c. and a.c. signal supplies. These signals are isolated by the
d.c. blocking capacitor C'b and resistor Rm. Voltage source
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V'm supplies d.c. power to the test circuit to set the diode
d.c. bias current in the range 4mA to 100mA. The value of
Rm is set at each of the specified measurement/simulation d.c.
current level to be at least twenty times the diode d.c. forward
resistance, yielding a high degree of isolation between the a.c.
and d.c. signals. This simple form of bias tee network has been
chosen to allow measurements of a satisfactory accuracy over
the measurement/frequency range SOkHz to 1GHz. Values for
the real and imaginary parts of diode admittance were obtained
by measuring a wide band diode S11 parameters, at each of
the different d.c. forward bias states with a vector network
analyzer [14], followed by conversion of the measured data to
CS tables composing n rows by 3 columns (F, Y,., Y;). The test
bench in Fig. 9 gives details of the corresponding simulation
test bench and the conversion of S11 values to admittance, see
equation eqn2.
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TABLE 1T
LDIODE EXTRACTED R, K7 AND o« PARAMETER VALUES FOR DIFFERENT
D.C. BIAS CURRENTS

name 100mA | 60mA 30mA | 10mA | S5mA 4mA
kr(1/A) | 927.2 1374.62 | 2130.6 | 5341.6 | 9828.5 10674
a(1/Hz) | 6.8e-5 5.5e-5 3.9e-5 | 2.9e-5 | 2.79e-5 | 2.5e-5
TABLE III
LDIODE EXTRACTED F} AND Y; VALUES AT DIFFERENT D.C. BIAS
CURRENTS
name 100mA | 60mA | 30mA | 10mA | SmA 4mA
Fr(Hz) | le7 1.5¢7 3.5¢7 8e7 12.9¢7 | 17.4e7
Y; (w) -0.302 -0.229 | -0.138 | -0.076 | -0.049 -0.041

current. Plots of a typical set of measured/simulation data
are illustrated in Fig.8. The simulated values for Y, and Y;
are shown fitted to the measured data. These were obtained
with R0 = 1.2e4 and QucsStudio "tuning sliders” varying
parameters Kr and «. The other parameters were either
extracted from d.c. measurements (N=1.0, Is= 9.0e-16 A)
or assumed to be typical physical values for a broad band
diode (T't=6.9e-12s, C0=1.0e-12F, M=0.5, Vj=0.7). In the
case of parameter § a value of 0.87, approaching a linear
function of F, was found to provide a reasonable fit to
the measured data, particularly at frequencies in the mega
Hertz region. At d.c. forward bias currents above 3 mA the
imaginary part of the diode admittance Y; shows inductive
properties. Although, the sections of the ldiode model that
represent conductivity modulation and frequency dependent
carrier lifetime are very simple the fit between measured
and simulated data is good up to frequencies in the 100
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Fig. 8. Forward biased diode admittance plots for 4mA d.c. <= Id <=
100mA d.c.: plots in the left column are for Y, (€2) versus frequency (Hz)
and plots in the right column are for Y; (£2) versus frequency (Hz): d.c.
forward bias currents are shown on each row of plots. Solid lines represent
simulation output and ~*” measured data.

VI. DISCUSSION

Extraction of the diode parameters from measured F, Y,
and Y; data requires one test bench per d.c. forward bias
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Fig. 9. A test bench for measuring or simulating the admittance of a forward
biased diode in the range 4mA to 100mA over the frequency range S0kHz to
1GHz.



MHz region. Above 100 Mhz significant deviations occur,
particularly beyond the clearly visible resonance in the Y;
plots. Values for the extracted parameters K7 and « are listed
in Table II. Similarly, Table III gives values for the observed
resonance frequencies (F).) and the associated Y; data. Further
improvement in the data fit, if required, are potentially possible
with the optimization extension to parameter extraction based
on the initial parameter values extracted with “slider tuning”,
see Fig. 6.

VII. CONCLUSION

The ability to extract device or circuit parameter values
from measured data is an important attribute of both circuit
simulation tools and compact models. This paper introduces
a new technique for parameter extraction from measured data
using synthesized schematic capture icons that control circuit
simulation and play a central role in the parameter extrac-
tion process. Provided a circuit simulator implements swept
parameter/component value facilities and allows user defined
data for voltage, or current, sources the proposed technique can
be applied universally across simulators. When combined with
Octave the development of more versatile compact modeling
tools becomes a definite possibility, opening up a number of
significant routes for future research. To demonstrate the pro-
posed parameter extraction technique an example is introduced
in the text that illustrates its use to investigate the inductive
properties of d.c. forward biased semiconductor diodes.
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function acyextract();
% (C) 2020 Mike Brinson: Published under GNU GPI V2.0 or later.
% Developed from: filmeas.m 1.0 (C) Z. Huszka 09-July-2019, and
% fillmeasurement1dep.m (C) Mike Brinson 11 October 2019.
% == Initialize variables ==
measuredacdata="ywb4m.csv";
actemplateyr="actemplateyr.sch"; actemplateyi="actemplateyi.sch";
acsimtemplateyr="acsimtemplateyr.sch";
acsimtemplateyi="acsimtemplateyi.sch";
csvdelim=";"; listacx=[]; listacyr=[]; listacyi=[J;
% == Extract measured d.c. data ==
[acx, acyr, acyi |=textread(measuredacdata,"%f%f%f",
"delimiter”,csvdelim);
% == Build modified x and y lists ==
for k=1:length(acx) listacx=[listacx,num2str(acx(k)),";"]; end
listacx(end)=[];
for k=1:length(acyr) listacyr=[listacyr,num2str(acyr(k)),","]; end
listacyr(end)=[];
for k=1:length(acyi) listacyi=[listacyi,num2str(acyi(k)),","]; end
listacyi(end)=[];
% == Synthesize AC Yr Eqn and frequency simulation icons
fidreadyr=fopen(actemplateyr,"r");
fidwrite=fopen(acsimtemplateyr,"w");
line=fgetl(fidreadyr);
while 1
if findstr(line,"Eqn") found1=findstr(line,"[");
found2=findstr(line,"]");
line=[line(1:found1),listacyr,line(found2:end)];
fprintf(fidwrite,"%s\n" line);
elseif findstr(line,".SW")
found=findstr(line,"");
line=[line(1:found(end-1)) listacx,line(found(end):end)];
fprintf(fidwrite,"%s\n" line);
else
fprintf(fidwrite,"%s\n" line);
end
line=fgetl(fidreadyr);
if feof(fidreadyr)
if ischar(line) fprintf(fidwrite,"%s\n" line);
end
break
end
end
fclose(fidreadyr); fclose(fidwrite);
display("acextractyr finished.\n");
% == Synthesize AC Yi Eqn simulation control icon ==
fidreadyi=fopen(actemplateyi,"r");
fidwrite=fopen(acsimtemplateyi,"w");
line=fgetl(fidreadyi);
while 1
if findstr(line,"Eqn") found1=findstr(line,"[");
found2=findstr(line,"]");
line=[line(1:found1),listacyi,line(found2:end)];
fprintf(fidwrite,"%s\n" line);
else
fprintf(fidwrite,"%s\n" line);
end
line=fgetl(fidreadyi);
if feof(fidreadyi)
if ischar(line) fprintf(fidwrite,"%s\n" line);
end
break
end
end
fclose(fidreadyi); fclose(fidwrite);
display("acextractyi finished.\n");
return

Fig. 10. An Octave function to extract measured frequency values (indepen-
dent) and Yr and Yi (dependent) values from an n row, 3 column CSV table.
Extracted x and y lists are synthesized into a set of a.c. simulation icons.
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Abstract—The work presents the design of an area-efficient
low-noise high-performance CMOS transimpedance amplifier for
optical time-domain reflectometers. The proposed solution is
based on a low-noise capacitive feedback structure and shows
a gain of 83/80 dBS2 with the bandwidth reaching 1.1 GHz and
average input-referred noise current density below 1.8 pA/v/Hz
in the presence of a 0.7 pF total input capacitance. The noise-
efficient feedback structure allows addressing noise problem
of conventional feed-forward or resistive feedback devices with
the total power consumption around 21 mW while running at
1.8 V power supply. A more accurate design methodology is
proposed based on explicit modeling of the biasing circuits and
decoupling capacitor and modifications to the reference design
are suggested including circuits for PMOS-based biasing and DC
current elimination.

Keywords—Analog integrated circuits, broadband amplifiers,
CMOS integrated circuits, optical time-domain reflectometry,
transimpedance amplifier.

1. INTRODUCTION

Constantly growing data rates in communication systems
had led to a wide adoption of optical fibers as the core technol-
ogy for data transmission. As a result, the popularity of optical
communication systems also triggered an increase in demand
for the related instrumentation and maintenance equipment
for systems’ monitoring and repairs including the instruments
such as Optical Time-Domain Reflectometers (OTDR) [1],
[2]. These instruments are the well-established tools which
are typically employed for fault detection and characterization
in optical fiber links. The technique allows finding a precise
location of the fault along with its nature, where the required
information is deduced from the time-domain analysis of the
reflected signals after a set of optical pulses are injected
into the fiber. The measurement principle permits the user to
estimate the fiber’s loss characteristics as a function of the
fiber length as well as to identify the possible causes of the
problems in fiber.

The structure of the front-end of a typical OTDR device
strongly resembles the one of the optical receiver. Here the
front-end Transimpedance Amplifier (TIA) can be considered
as the most critical part of the instrument as its performance
often limits the overall sensitivity and the noise level of
the measurement equipment. Although a number of CMOS
TIAs have been already proposed for optical communication

Copyright © 2020 by Department of Microelectronics € Computer Science, Lodz University of Technology

systems (see [3] for an overview), the OTDR context puts a set
of additional constraints which have to be taken into account
when compared to classical TIA topologies often employed
for data transmission in high-speed optical communication
systems. As the latter have been historically the major driving
force for TIA development towards higher speeds, the noise
requirements as well as those for the flatness of the pass-
band and device linearity, have been eventually set for a lower
priority in classical data transmission applications. However,
exactly those are considered as important requirements for
OTDR and shall be properly emphasized while selecting a can-
didate TIA topology for product implementation. Furthermore,
while targeting low-cost moderate performance equipment one
shall also consider a maximally area-efficient design under the
rest of the performance constraints.

The TIA is typically a fast current measurement device
which is responsible for converting relatively weak input
current (e.g. from a diode or, in general, from any sensor with
current output) to the output voltage of the amplitude which
is sufficient for subsequent signal processing and analysis.
Although the term TIA typically evokes an image of a so-
called resistive shunt-feedback (SFB) TIA [3], this is only one
realization of the general TIA concept. This design, however,
gained almost a universal adoption and is, therefore, often
considered as a default choice due to its reasonable balance
of the most important performance characteristics such as
transimpedance gain, bandwidth and noise [4]. Nevertheless,
several OTDR-specific requirements are likely to make the
design of a suitable higher-performance TIA being a challeng-
ing task when compared to a problem of designing a CMOS
TIA for optical data transmission. Here, the requirement of
a relatively low-noise eliminates straightforward high-speed
feed-forward TIA circuits, while opting for an area-efficient
solution with flat frequency response (less than 0.5 dB) is
likely to limit or, at least, make less attractive the applicability
of the intensive bandwidth enhancement methods such as those
based on inductive peaking [5] or similar strategies. On the
other hand, the classical bandwidth extension techniques may
be not even relevant anymore as, in general, the performance
of modern commercially available CMOS is more than enough
for intended OTDR applications with requirements of around
1 GHz. Finally, an additional constraint comes from the
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requirement to employ the off-chip photodetectors. As a result,
the circuit has to operate with the input capacitance C'p larger
than 0.7 pF including not only the photodiode’s capacitance
itself, but also the rest of the input parasitics such as those
due to ESD circuits, bond pads, etc. The presence of a large
input capacitance at the input of the classical TIA circuits may
result in inherent bandwidth limitations due to the dominant
pole in TIA’s transfer function and this issue may need to be
addressed separately to avoid significant bandwidth constraints
in classical TIA designs [6]. A relatively large gain of 10 k()
must be delivered within the bandwidth of 1 GHz and input-
referred noise density below 5 pA/v/Hz shall be ensured within
the bandwidth of interest.

Historically, higher performance and low-noise TIAs have
been developed using non-CMOS technologies such as GaAs,
HEMT, HBT and SiGe BiCMOS. Although those have been
often chosen due to their excellent noise, bandwidth and gain
performance [7], here the decision have been made to employ a
commercial deep submicron CMOS both due to its cost advan-
tages and an inherent support for high integration. The latter is
an important feature as it enables the performance-enhancing
functionality including complex biasing circuits, advanced
ESD designs etc., something which may be not commer-
cially feasible for available III-V technologies. Even though
CMOS is an excellent candidate for cost-saving purposes,
the technological constraints may result in certain challenges
which make a design of a low-cost CMOS analog circuit
fairly non-trivial. Such challenges may include severe parasitic
capacitances, limitations in supply voltage, restrictions on
available transimpedance and poorer noise performance [8].

VDD
-1
N JIN Re
PD T “D M
Iy _ JI
| {>—<I»—QVO
J 1
Cin= Co=r
1 1
+ -+
Fig. 1. Basic configuration of resistive SFB TIA.

Any discussion on CMOS TIAs shall start with a brief com-
ment on a classical SFB TIA as depicted in Fig. 1. The design
results in low input impedance, as is beneficial for a current
sensing block and, at the same time, low output impedance as
is important for voltage output amplifiers [9]. Numerous works
have reported modifications on this classical architecture such
an additional feedback capacitor in parallel with R for flat
frequency response, different configurations of core voltage
amplifier, etc. Unfortunately, not all inherent limitations of
SFB TIA could be effectively addressed with such simple
means (e.g. sensitivity to input parasitic capacitance, stability
issues) and alternative architectures have been also suggested.
Among them, one shall mention a feed-forward common-gate
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(CG) or more advanced regulated cascade (RGC) approaches.
Even though they have solved some of the problems typical for
SFB TIA, they introduced drawbacks on their own such as an
increase in noise levels which may fundamentally forbid usage
of these architectures in OTDR instruments with significant
noise level constraints. Finally, although monolithic inductors
have been often used for performance improvement in TIA,
they may not only increase the area of the chip, but can also
result in practical challenges of maintaining their inductive
characteristics within the intended bandwidth and, due to
substrate coupling, may also cause higher cross-talks when
compared to inductor-less designs.

Due to a relatively small market volume for OTDR in-
struments, the amplifiers used in them were historically im-
plemented using discrete components with the bandwidth
often limited by 70 MHz. The latter was often caused by
large parasitic capacitances and resulted in relatively poor
performance of such low-cost instruments with custom TIA
designs [2]. Obviously, here an integrated TIA will result
in significantly reduced parasitic capacitances and may bring
to a noticeable improvement in OTDR performance due to
increase in bandwidth when compared to customized discrete
solutions and an ability to deliver an optimal amplifier con-
figuration. Few TIA designs have been reported specifically
addressing OTDR requirements. The authors in [2] proposed
a fully differential SFB TIA with variable gain implemented
using feedback resistors connected in series. Unfortunately,
the authors did not go beyond this classical architecture and
typical issues of this reference topology including low noise
performance and sensitivity to Cp have remained unaddressed.
Several works reported on integrating of TIA into a complete
lower performance OTDR ASICs [7], [10]. In these cases the
TIA was only a minor part of the complete chip and either no
specifics on TIA design were reported [10] or a classical SFB
TIA with additional feedback capacitor was used [7]. Both
works addressed low-cost single-chip OTDR applications with,
apparently, no special emphasis on the noise performance of
the front-end TIA.

II. CIRCUIT DESIGN

The classical SFB TIA has an inherent problem with the
noise performance as the noise current of the feedback resistor
Rp is directly added to the input-referred noise current. As the
feedback approach itself has important structural benefits, one
may want to preserve it while replacing the noisy Rr with a
noise-free element such as a capacitor. Here, instead of using
direct capacitive feedback, which results in a phase shift and,
thus, needs a phase correction [3], we follow an approach first
demonstrated by Razavi in [11] and shown in Fig. 2.

Here the voltage across C is sensed by C5 and is returned
as a proportional current to the input. Assuming high gain
A > 1, the current gain becomes approximately:

I C

ol 14 2L (1)
I; Co

The circuit operates as a current amplifier and, with the resistor

Ry connected to the drain of the output transistor My (with




Fig. 2. Capacitive feedback TIA.

transconductance g, 2), the gain for low frequencies can be
approximated as [9]:

Ry = (1 + %) Rs. 2)
This simple expression as derived by the feedback circuit
assumes an infinite forward gain A with the overall gain
determined solely by the feedback circuit. Furthermore, the
approximation also does not consider possible coupling via
the biasing circuit at the input and results in significant
overestimate of the gain when compared to realistic circuit
implementation under CMOS voltage headroom constraints.
Although the expression above provides an important insight
into the underlying principles of the proposed design, it can
hardly serve as the basis for the circuit design methodology
and a more elaborated model is definitely necessary.

The overall voltage transfer function Vr of the circuit can
be derived from the combined forward gain G;G2G3 and the
feedback gain Fj in addition to the output feed-out gain G-

Vir = Vout o G1GQGS
= - T1F2Es
Vi 1+ G1G2G3Fy
where using the complex variable s = jw one defines the gain
for the input CS stage with M; and R; as:
_ Vau

G = Vin = gm,th “4)

Gout7 (3)

and:
G2 _ @ _ SRbias,QCc ) (5)
Vd4 1+ SRbias,ZCc
The latter factor is responsible for the high-pass behavior due
to coupling capacitor C, and second biasing resistor Rpiqs,2.

The last gain factor for the source-follower My with:

Ga Veo Gm2TDss 1
3T Yo7 ' _rpssCi
92 T 9ma2rpss 1+ s 200
1
~ A 6
1454 ©
9m,2

and possible further simplifications due to g,, 27pss > 1. The
feedback component becomes approximately:
‘/;n S Rbias 1 CZ

=2 , 7
YTV, 1+ S$Rpigs,1 (Cin + Ca) ™

where C7y is the total input capacitance and Co < C; so
that its path can be neglected. Finally one gets:

1+ srpssCh

TDS5

Gout = Ro ®)

For the transimpedance gain Rp the current-voltage transfor-
mation at input impedance shall be considered. For C7y > Cs
this results in:
Vi
= Vp—AN T tasn
Iin XCIN + Rbias,l
Ry
VT bias,l ]
1+ sRpias1CIN

Xcin - Boias,1

Rr = Vp C))

With the assumption of large rpgs, large bias resistances,
small C5, high forward gain g¢,,1, etc we get a simplified
expression:

RT ~ RQ%a
which matches the original approximate expression in (2)
for high ratio C/Cs. Differently from [9], [11], the model
above also considers the effects due to both biasing resistances
Rpias,1 and Rpiqs2 and those caused by C.. The newly
developed expression for Rp forms a basis for an improved
design methodology when compared to simplified modeling
demonstrated originally in [9], [11]. An operating point for
M; shall be established for the expressions above to hold
and for the given supply voltage this may be achieved by
controlling the current source which shall be adjusted for
particular R;. This fact is of primary importance for the
envisioned programmable-gain version of the proposed design
where the changes in circuit parameters shall be aligned with
the adjustment of the current source formed by Ms.

The presented design is believed to have several major ad-
vantages over other well-established TTA designs [11]. First of
all, the major part of the gain definition network is still mainly
formed by C; and Cs and, therefore, shall contribute far
less noise when compared to resistive feedback. Furthermore,
the total noise current contributed by the first stage shall be
significantly lower compared to that of SFB TIA for the given
bandwidth. Finally, the capacitance as seen at the input node
shall not degrade the stability of the design and shall only
lower the DC loop gain.

Even though the noise of the current source and M, are
also of some concern, with proper design the contribution of
M> may be made negligible [11], thus, resembling the generic
behavior of topologies such as CG [3]. At the same time, when
compared to simple feed-forward designs, the noise current of
Ry and that of the current source is divided by capacitive ratio
with the corresponding increase in the gain.

The complete implementation of the amplifier including
the biasing circuits and the buffer is shown in Fig. 3. The
circuit employs a single-stage CS as a core amplifier as
one is opted for a simpler voltage amplifier due to stringent
requirements for noise performance and, hence, less number of
active components. Obviously, one shall ensure that sufficient
gain is achieved with the provided CS configuration [9]. The

(10)
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Fig. 3.

Miller effect of the gate-drain capacitance in M is mitigated
by stacking an additional NMOS (4/4) on the top. The later
is biased to 1.4 V via V4 and shall also improve the overall
noise efficiency of the design.

As the gain of the core amplifier strongly affects the
accuracy of the feedback, one may opt to increase the value of
R,. However, such a straightforward attempt may not succeed
due to the voltage headroom problem for the given 1.8 V
supply. Therefore, in order to increase R; without sacrificing
the current density in M7, a PMOS transistor M3 is added
in parallel to handle the current which is fed to M;. Note
that by increasing R; one also decreases its noise current,
while the transistor M3 is itself biased for minimization of
the noise current. At the end, the circuit is configured with
only 20% of the current passing through R;, while the rest of
the current is fed via Mj3. The approach not only reduces the
noise contribution of the load, but also a relatively high gain
of this simple core amplifier may be reached. A dedicated bias
circuit is designed to minimize the noise contribution of Mj.

The issue of DC dark current, which may lead to instability
and saturation problems in TIA, is addressed following an
approach similar to the one suggested in [9], [11]. A pair of
transistors is placed at the gate of M; (see DC eliminator block
in Fig. 3). In the excess of DC current sourcing to the gate of
M7, the diode-connected transistor will sink the extra current
to the ground while limiting the maximum voltage at the gate
of M;. In case of extra DC current-sinking from the input
node, the Myrce has to turn on and will provide an extra
current. This transistor is off in the absence of the extra sinking
current and will turn on only if simultaneously the voltage at
the gate of M7 drops and the voltage at the drain increases.
Both transistors are optimally designed with minimum widths
to reduce the input noise current of the circuit.

A special challenge in this TIA design comes from the
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Basic implementation of the single-gain amplifier circuit (c) with the output buffer and associated bias circuits (a,b).

requirement to have a low cut-off frequency of 100 kHz.
A classical implementation would require relatively large
resistors to be connected to the gates of both M; and M
while ensuring a minimum possible parasitic capacitance. An
attempt to address a problem with relatively large resistors
had been already demonstrated in the original work of [9],
where the biasing solution using three NMOS transistors was
also suggested. However, the approach is hardly possible in
the present circuit due to voltage headroom problem (the
author in [9] employed 2.2 V power supply). A straightforward
approach is to employ a classical circuit with biasing resistor
as shown in Fig. 3b. The approach may be considered feasible
for the first bias voltage V;,, as the area issue for Rp;qs 1 1S
of a lesser problem (16 k(). Unfortunately, such an approach,
when applied to Vg, tends to occupy around 70% of the chip
area for the bias resistor and is hardly acceptable for a practical
design (see Fig. 4 (left)).

To mitigate the problem with Ry, 2 We suggest an alter-
native approach with two PMOS devices (M2 and Mo 4) as
shown in Fig. 3a formed by corresponding Lo = Loa4 and
Wog = 1/N - Waa4 constrained with Vefﬁgg = VeffggA.
The equivalent bias resistance for the configuration shown
becomes:

1 Loov/Was s
V2BpIa2a Waa/Laga
N Los

V2BpIaos /Way'

where Los, Looa and Wse, Wags are the corresponding
dimensions of the Mys and M4 and Bp is the transconduc-
tance parameter for PMOS device. In the proposed design the
transistor Mg 4 is set to be 10 times bigger than May. While
the Mso operates in linear mode, the Myo4 ensures a stable
voltage Vyo with resistor Roo used to limit the current I2p4

an

Ryias2 = Rps 22




to just few pA. Note that if the current is added via Raa, the
same current has to be removed from I for Msp transistor.
The design results in 0.8 V at the gate of both transistors with
Vg2 stable around 1.35 V. Finally, an additional resistor R, is
employed to add an extra voltage. The proposed solution is
based on PMOS as the Vpp — Vs is too small for operation
of the NMOS devices, while Vo — Vg p is still sufficient for
a PMOS-based approach. Finally, the current source at Vs is
implemented with a carefully designed current mirror and the
output matching to the 502 load is realized using a standard
buffer configuration.

III. RESULTS

The circuit was designed and optimized for standard TSMC
0.18 um CMOS process. While the original solution with a
pure resistive biasing for both M; and My occupies 150 um
% 200 um due to M2 resistance in the second bias circuit, the
transistor-based solution for M5 reduces the TIA size down to
130 um x 70 pum (reduction in 70% of total area) as can be
seen in Fig. 4. The results of the simulation for Rt are shown
in Fig. 5 for both designs. The approach with an optimized
bias circuit reaches gain of 80 dBf? after the output buffer (2.5
dB gain drop) which is also marginally higher than the original
design with pure resistive biasing circuits. This comes at no
penalty for the bandwidth which remains the same (around
1.1 GHz) with the cut-off frequency being still close to the
OTDR requirement of 100 kHz. The flatness of the response
in the pass-band satisfies the OTDR flatness requirement to be
below 0.5 dB in both implementations.

Fig. 4. Layout of the implemented TIA: with original resistive (left) and
optimized biasing circuit (right).

The results of the input-referred current noises for both
designs are shown in Fig. 6. The designs reach similar noise
level below 1.8 pA/v/Hz within the bandwidth of interest.
Although the circuit provides a significant noise margin with
respect to the OTDR requirement to be below 5 pA/v/Hz,
the final design of the TIA for OTDR may likely employ

a differential configuration and the ultimate noise level may
be higher when compared to the a single-ended approach
demonstrated here.

Gain of TIA

Gain in dBOhm

30

o

10* 10° 10° 107 10 10"

Frequency in Hz

Fig. 5. Simulation results for the transimpedance gain before (red line) and
after the output buffer (green line): dashed line - original design with resistive
biasing, solid line - optimized bias circuit.

The results in Fig. 4 and Fig. 5 are given for the input
capacitance Cry = 0.7 pF, C; = 2.4 pF, R;= 3002, and
Ro= 450€). The value of (5 is taken five times the minimum
capacitance for the given technology and a classical source
follower is added for 502 output matching. Within the input
stage, the current through M; is around 10 mA. The total
current is just slightly more than 11.4 mA with the overall
power consumption being 21 mW at 1.8 V power supply.
The design provides a sufficient power margin if a differential
approach would be chosen for a final solution with the OTDR
requirement opting for below 50 mW.
Input-Referred Current Noise of TIA
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Fig. 6. Simulation results for input-referred current noise (dashed line -
original design with resistive bias, solid line - optimized bias circuit).

IV. DiscussION

Rapid growth of the market for optical communications
resulted in numerous CMOS TIA designs proposed in recent
years. Although the CMOS TIA targeting OTDR applications
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must adhere to rather specific requirements such as high
linearity and constraints on the ripple in the pass-band, some
of the TIA designs ideas or optimizations, originally suggested
for data transmission application, may appear also useful for
the discussed application.

In order to position the present design among similar works,
the following figure-of-merit (FoM) is introduced:

FoM = VBW [GHZ] Ry (2] Crn pF]
Noise [pA/\/E} P[mW]

(12)

In the expression above P is the power in mW, Cry is the
total input parasitic capacitance, BW is the bandwidth of the
TIA and Noise is the input-referred noise current density.
Although the proposed FoM strongly emphasizes the gain and
penalizes TIA designs intended to operate with smaller Cyy
(i.e. modern CMOS TIA for high-speed optical transmission),
the ability of the design to handle higher input capacitance
is an important OTDR requirement which may eliminate a
number of otherwise promising topologies. The proposed FoM
does not include explicitly penalty terms due to nonlinearity
or ripple in the pass-band leaving these important OTDR
parameters beyond the suggested performance indicator. This
is caused by the fact that most of the recent works do not
provide quantitative measures on these parameters and only
qualitative claims can be done with some caution based on
published results.

In terms of this FoM, the circuit reaches the performance
close to 200 units and is close to those which can computed
for [12] and [9]. However, the design of [12] is based on a
relatively advanced 40 nm CMOS, while in [9] no details on
total C7n have been specified and a default value of 0.5 pF
have been assumed by us for FoM calculation. Although much
better gain and bandwidth results can be obtained for smaller
values of Cry, an ability to handle large input capacitance is
an important OTDR requirement which cannot be ignored.

Recall that in ideal capacitive feedback TIA the gain is
defined by the ratio of two main capacitors C; and C5 and
this effect was claimed by [9], [11] to be one of the major
advantages for an area-efficient implementation using poly-
capacitors and shall result in significantly reduced vulnerabil-
ity to process variations. The revisited design methodology for
practical TIA, as described in this work, shows that the original
expression may be too simplistic. As the expression for the
gain seems to be more intricate, this promising advantage
may be not fully realizable in practical TIA configuration.
The simulation results also reveal the approach not to result
in an extremely low-power design when compared to some
advanced feed-forward TIAs reported elsewhere. Despite of a
large number of works addressing CMOS TIA design, only
a few discuss an impact of process variation on the circuit’s
performance (see, e.g. [13]) and a systematic overview of the
issue for different TIA designs seems to be still missing.

V. CONCLUSION

The work revisits the design methodology for low-noise
and high-gain CMOS TIA. The proposed inductor-less design
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targets the OTDR application and is based on a capacitive-
feedback topology. The circuit was implemented in 0.18 pm
1.8 V CMOS process and the simulation confirms the gain
83/80 dB) and the bandwidth of 1.1 GHz. An area-efficient
biasing circuit was suggested to reduce the chip area for 70%
while preserving all the advantages of the reference capaci-
tive feedback structure. The circuit demonstrates the average
input-referred current noise density below 1.8 pA/v/Hz and
the power consumption of 21 mW. A more accurate design
procedure is proposed while considering the the influence of
the biasing circuits and decoupling capacitance. The suggested
TIA design demonstrates no ripple in the pass-band and is
a viable candidate for low-cost OTDR instruments, where a
significant performance margin makes the approach also suit-
able for other low-noise applications. Further work is planned
on the variable-gain version of the proposed design and on
a comparative study of different CMOS TIA topologies in
terms of sensitivity of their major performance characteristics
to variations in CMOS processes.
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Abstract—This paper introduces a new structure of the
thermometer to binary decoder utilizing combination of two
conventional approach and modify them in a low-power 6-bit flash
analog to digital converter (ADC). Considering advantages of each
method to form the presented decoder can lead to minimum
possible power consumption which is a critical parameter in all
converters especially in flash ADCs. Moreover, in the high-
resolution flash ADCs, the decoder structure will be simpler
compared to conventional ones and decreases the amount of power
dissipation as well. Simulation results through HSPICE software
level 49 parameters in 0.18um standard CMOS technology
parameters, prove the precise operation and the great
improvements. The 6-bit converter achieves sampling rate of 1.5
GS/s, and precision of 5.10 effective number of bits (ENOB). The
proposed ADC works with 1.8V power supply and it has the power
consumption of 4.57mW and the figure of merit (FOM) is 0.047
pJ/conversion-step. Hence, this architecture would be dedicated
to communication transceivers and data acquisition systems where
area and energy efficiency are paramount.

Keywords—Flash ADC, High speed, Low power, Simple
Architecture, Thermometer to Binary Decoder.

L INTRODUCTION

Flash analog to digital converters (ADCs) find wide
application both as stand-alone components and as building
blocks of more complex systems such as data acquisition
systems and also systems on chip (SoC) applied to high-speed
communication interfaces. Hence, it would be a circuit for all
seasons [1], [2]. Although, a Flash ADC always exhibits a trade-
off between resolution and power consumption, but one of
highly preferred ADC architectures in high-speed conversion
applications is flash ADC [3]. As shown in Fig. 1, a typical N-
bit flash ADC employs 2N-1 comparators along with a resistor
ladder consisting of 2N equal segments. Finally, a decoder block
extracts the output binary codes from the thermometer code
produced by the comparison block [1], [4]. On the other hand,
design and implementation of a low-power and more compact
integrated circuits (ICs) is an important issue in modern
applications [5]. There are many ADC architectures including
successive approximation and pipelined structures, etc., that
each of which can reduce the power consumption but they
cannot achieve high-speed operations due to their architectural
limitations [6]. Flash ADC is well known for its simplicity,
elegance and very fast operation instead of mentioned methods.
The major drawback of the flash ADC is the exponential growth
of'its cost as a function of resolution [1].
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Fig. 1. Block diagram of Flash ADC

Therefore, IC designers have to focus on the essential factors
such as power consumption and area occupation particularly in
flash ADCs which suffer from a great amount of hardware and
power in higher resolutions (more than 6 bits). To solve this
problem, many techniques have been introduced. For instance,
in order to decrease the power consumption amount and also
minimize the size of required area, some approaches are used
including folding and interpolation techniques [7-9]. An online
method has recently introduced for flash ADCs in order to
eliminate the offset of the comparators and also reduction in
power and area utilizing simple circuitry, but it only focuses on
comparator structures and does not consider other power hungry
blocks as well as thermometer to binary decoder [4]. Averaging
technique is also used to reduce the differential nonlinearity
(DNL), offset and mismatches without increasing transistors
sizes. Hence, it leads to the high resolution and high speed,
without increasing area and power consumption [9-13]. Almost
all the mentioned works have been considered the analog input
part of the flash ADCs, but other parts should be put in center of
attention because they can help to improve the critical
parameters as well as input parts of the body. In flash ADCs,
with increment in resolution, the encoder structure will increase
exponentially and it would be leads to bigger chip area and more
power consumption as well as circuit complexity. In addition,
eradication of the bubble error effects and metastability will
become hard to achieve. Although some encoding algorithms
have been developed to suppress metastability and bubble errors
[14, 15], but they haven’t intended to solve other mentioned
problems. Other structures, those are specifically developed for
the Flash type ADC, also have been reported that each of them
has some advantages and drawbacks [16-21]. For example, a
replacement approach has reduced the power consumption in
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[21], but because of using transmission gates, the undesirable
disadvantages such as complexity, latency, and mismatches are
unavoidable and make the structure inappropriate for high speed
applications. Almost all the mentioned problems could be
tackled utilizing a combination of two conventional work and
simplifying them to reach the minimum amount of power
consumption as well as possible. Hence, in this paper we applied
the same idea in a typical flash ADC to show the proper results.
The rest of the paper is arranged as follows: the design of the
circuits, including the architecture and the circuit details of
comparator and decoder, are discussed in Sect II. Simulation
results and comparison are presented in Sect III. Concluding
remarks are provided in Sect I'V.

II.  CIrRcUIT DESIGN

The presented 6-bit flash ADC consists of three main blocks:
a resistor string, comparison block and thermometer to binary
decoder. The simple resistor string generates 2°-1 couples of
reference voltages. The reference voltages are applied to the
inputs of the comparators and compared with the analog input
signal.

A. Comparator [4]

The schematic of the single-stage comparator structure is
depicted in Fig. 2 where the input differential pairs (M3-My) and
(Ms-Mg) with their current sources (M; and M) are responsible
for converting the differential input voltage into the currents
required in the main current comparator unit (M3 and Mi4) [4].
In order to suppress the kickback noise and clock feed-through
effect, cascade devices (M7, Mg, Mg and M) are employed as
well. Consequently, in this comparator the reset process is
executed by shorting the output nodes to the ground through the
devices (M11 and M12). In this system a simple readout
circuitry (M15-M21) is utilized as illustrated in Fig. 2 to capture
and hold the output digital bits.

Reset omgm—o— M, , _El_q. My, |
- Ml3
= MME'—= -
VDD M, s vDD j
M
18 = 20 =
M ] 17
Ml‘; _| MZl
—

Fig. 2. The comparator circuit
In the readout circuit, the PMOS devices of the inverter gates
(M18 and M20) are designed in minimum size. Hence, changing

the output bits is easy for the toggling transistors (M15 and
M17).

66

B. Thermometer to Binary Decoder

Any flash ADC decoder involves with the two key design
factor including speed and handling capability. In addition, the
bubble error which originated from voltage offset, can
significantly affects the linearity and signal-to-noise ratio
(SNDR) of the ADC. A proper solution against the mentioned
error is to use of two conversion steps: at first, convert the
thermometer code into a Gray code and then extract the binary
code in the next stage using very simple circuitry. When bubbles
appear in the thermometer code, only one bit changes between
adjacent Gray codes and it is more efficient because the accuracy
will be more gradually decreased [18]. The following equations
show the relation between the digits of the thermometer-coded
data (T,), the Gray-coded data (Gy), and the binary-coded data
(Bn) for a 4-bit decoder:

G;=Tg,

62:T47l12’ -

G =Ty Te+TioTha, -

Go=T T3+ T5T; +ToTy1 + T13 Ty (D
B; = Gs,

BZ=62@33,

Bl=Gl@BZ’

By =G, ® B, ()

To simplify the implementation, the following equivalent
expressions can be used for G and Go:
G__1=TZTE-T10_E:_ _

Go=T1T3.TsT7.ToT1y . T13 Tis 3)

Fig. 3 shows the schematic of a simple 4-bit decoder. Note
that no gate is needed for inversion of the input thermometer
code (e.g., Ti» in Fig. 3), since the decoder inputs (i.e., the
outputs of the comparators) are differential signals; that is, both
the inverted and non-inverted inputs are available [18].

l"’ “\
Th t
,’I TISTI3TI1T9 T77T5 T3 TL Ti4T10 Te T2 T12 T4 T8 i “‘
/ Code .
/ \
/ \

Gray Code GO Gl G2 G3
r.—o B3

‘LLABZ

-
=
Binary Code

Fig. 3. Schematic of a simple 4-bit decoder in [18]



The proposed decoder:

A switching decoder was proposed in [19] which makes use of
low resolution decoder as the core unit. In [19] four-bit decoder
is designed using single 3:2 bit decoder, to the input of which
fifteen signals are multiplexed to generate four output bits. The
proposed 5-bit decoder is based on similar concept however, but
here we used four-bits decoder which is presented in [18] and
also we employed pseudo-NMOS logic to implement the
internal gates, instead. Extending the concept of pattern
matching, a five-bit decoder and then final six-bit decoder using
31:5 bit decoder are designed as shown in Figure 4(a) and (b),
respectively.

7 —°RB3
- Decoder Decoder
114 [hux B4
\ 130— zll =
N 15 #— Bs
N g
"\ /.'
. (a) (b) e

Fig. 4. a) Schematic of a simple 5-bit decoder, b) The proposed 6-bit decoder

The complete design is accomplished utilizing one 15:4
decoder and forty five multiplexers which can be easily
reconfigured to higher number of bits by further multiplexing
the inputs and also choosing the right select signal. This
architecture is implemented in standard 0.18um CMOS
technology.

III.  SIMULATION RESULTS AND COMPARISON

The simulation results using HSPICE software level 49
parameters in a typical 0.18 pm CMOS technology, indicates the
proper performance of the proposed Flash ADC. The simulation
result of the system is illustrated in Fig. 5. Figure 6 shows the
total power consumption of the proposed ADC which the
proposed ADC consumes about 4.57 mW from a 1.8 V supply
voltage. Precisely, the resistor string, comparators, decoder and
the other parts of ADC consume 28% (ImW), 61% (2.1mW),
10% (0.34mW) and 1% (0.03mW) of the overall power budget,
respectively. So, the proposed decoder dissipates minimum
possible power. Finally, applying a sinusoidal input signal and
taking the Fast Fourier Transformation (FFT) from the analog
version of the digital output of the proposed ADC, the results are
depicted in Fig. 7 (in 128 points) which shows 5.10 ENOB and
32.50dB SNDR. In order to better compare the proposed ADC
with other woks, the operating speed, dissipated power and the
resolution should be simultaneously considered. The lesser the
consumption power, the lower the FoM. Hence a figure of merit
(FOM) is introduced as:

P

FoM = ——— 4

f+2ENOB

where P is the total power dissipation, f; the sampling frequency
and ENOB the effective number of bits. Comparison with

similar previous works is tabulated in Table I. The performance
specifications of the designed ADC are compared with the
similar previous works in Table 2 which shows the obvious
superiority of the proposed flash ADC.
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Fig. 5. Digital outputs of ADC for sinus output
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TABLE I.
COMPARISON
Ref Tech Reso!ution Fs Power FoM
(um) (Bits) (GS/s) (mW) (pJ/step*Hz)

[3] 0.18 6 1.5 21 0.356

[4] 0.18 6 2 35 0.27

[6] 0.18 6 2 8.8 0.06

[22] 0.18 6 1.6 350 34

[23] 0.18 6 1 98 0.76

[24] 0.18 6 0.04 0.54 0.31

[25] 0.18 6 0.6 10 2.05

[26] 0.18 6 0.6 98 11.9
This Work 0.18 6 1.5 4.57 0.047

IV. CONCLUSION

In this work we focused on thermometer to binary decoder
in order to improve a new approach by merging of two good
works and apply it in a typical 6-bit flash ADC. In this method,
both the power consumption and complexity of the proposed
decoder are fewer than the features of them in a conventional
decoder. Therefore, to eradicate the metastability and bubble
errors, the complicated algorithms which increase the power
consumption and required chip area and decrease the speed,
aren’t needed. So, the proposed method may also be applied to
high-resolution ADCs to reduce the undesirable effects as well
as possible. The proposed structure has been simulated using
HSPICE software level 49 parameters in standard 0.18um
CMOS technology which demonstrates 32.50dB SNDR, 5.10
ENOB, and also 4.57mW of power dissipation at the frequency
range of 1.5 Giga Sample per Second. The converter operates in
1.8 V supply, yielding 47 fJ/conversion-step of FoM.
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Abstract—The accelerating growth in mobile networks for data
communication, covering a diversity of applications, has
originated a high demand not only for low-power devices but also
for low-cost System on Chip (SoC). An example of this is the next
generation 5G, which is under intense development intending to
reach an effective ubiquitous connectivity. CMOS technology
offers the best trade-off between costs versus performance and
facilitates the co-integration of digital-analog. However,
integrating analog RF in recent technology nodes remains a
challenge, which has pushed the research towards innovative
techniques. One of these techniques is the parametric signal
conversion, which can offer high speed and low-noise operation.
This paper presents a survey on the application of this technique
in modern heterodyne receivers.

Keywords—Parametric Amplification; Next Generation
Digital RF Receivers; 5G; RF Front-End; Heterodyne RF
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I.  INRODUCTION

The accelerating growth in wireless systems (5G) for data
communication, for sensing and monitoring applications
(ranging from biomedical to environmental targets), has
originated a high demand not only for low-power autonomous
devices but also for ultra-low cost SoC combining single chip
radio with baseband signal and digital data processing [1-2].
Target applications, such as Body Area Networks, Internet of
Things (IoT), and high-density environmental sensing
networks, will be massively available if the requirement of
explicit human action for energy recharge is removed. A second
concern for the deployment of large numbers wireless sensor
networks is the cost of each individual remote device.

Mobile high digital data rate communications requirements
will demand for broadband digital radio channels. This concept
underlies the new generation 5G, which will also provide
wireless connectivity for an extended portfolio of new
applications. Examples are the delivery of high data rate
multimedia content in real-time and even IoT applications as
wearables, smart homes, and critical infrastructure or industry

This work was financially supported by FCT — Fundagdo para as Ciéncias
e Tecnologia in the scope of the Investigation Unit CTS - Centro de Tecnologias
e Sistemas, under the reference UIDB/00066/2020 within the project
foRESTER PCIF/SS1/0102/2017.

applications. 5G can be viewed as a global and massive radio
access system that address the future requirements of mobile
communication beyond 2020 [3]-[5]. Previous generations will
continue to coexist, like the Long-Term Evolution (LTE), that
will maintain the development in a legacy position as it will
play a significant role in the 5G ecosystem for bands under 6
GHz. However, the available spectrum, Fig.1, in the microwave
range, is viewed as promising radio resources for 5G mobile
networks to be able to provide multi-gigabit wireless services.
Spectrum available at these microwave frequencies can boost
several hundred times the actual cellular allocations and
capacity [5].
Overall 5G solution

____________________________________

)

Interworking

LTE Evolution New technology

1GHz 3 GHz 10 GHz 30 GHz 100 GHz

1GHz 3 GHz 10 GHz 30 GHz 100 GHz

Below 6 GHz Above 6 GHz

Fig. 1. 5G mobile networks spectrum.

Standard digital CMOS technology offers the best trade-off
between cost versus performance and facilitates the integration
of the digital and analog circuit blocks [1]-[2]. Moreover,
reducing the cost value of the digital radio transceiver implies
an increasing need for integration that favors the use of
nanoscale CMOS technology. However, this evolution has
demanded the use of advanced analog design techniques to
allow the co-integration of analog and digital building blocks.
A promising approach is the parametric signal conversion and
amplification technique. Initially developed in the middle of the
20th century, one of the most important features is his low-noise
intrinsic characteristics. Due to the success of the integrated
transistor verified over the decades that followed, the technique
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has lost importance. More recently, a growing interest has been
observed, especially after the demonstration of its
implementation and operation under CMOS technology.

In this paper, we carry out a survey of parametric
amplification than can be considered in the design of 5G RF
transceivers. We begin by reviewing the basic concepts of the
parametric ~ amplification  technique in  continuous
complemented by the recent discrete time domain version. In
section 3, we describe one of the possible approaches for the RF
receiver using parametric amplification. Section 4 presents the
conceptual SoC for RF transceiver and simulations results for
the receiver side. Finally, in section 5, we draw the conclusions.

II.  PARAMETRIC AMPLIFICATION: CONTINUOUS TIME
AND DISCRETE TIME

A. Parametric Amplification: Continuous Time

Firstly, introduced in the middle of the 20" century as a
technology that was able to achieve signal amplification with a
very low noise footprint, has seen its applications in the radio
and microwave range. One example was presented in 1957 in
[6], where an equivalent circuit for a cavity type of a parametric
amplifier. It consisted of two resonant circuits coupled to each
other through a time-varying capacitor or inductor, Fig. 2. Tien
[7] and Suhl [6] then worked out the traveling wave version of
the parametric amplifier. In their original paper a propagation
circuit loaded with time-varying reactor was studied.

—e— [ ¥ —e—
®
Signal o —/H/— 7o Idler
[ON C ®o
——— N ——e—

®p Pumping
" Signal

Fig. 2. A parametric amplification circuit model (adapted from [8]).

The parametric amplifier distinguishes from the classical
signal amplifiers since transfer power to the output from an AC
source rather from a DC power supply. In Fig. 2, the signal
frequency, ws, and the pump frequency, wp, are mixed in a
nonlinear capacitor (MOS varactor), a voltage of the
fundamental frequencies as well as the sum and difference
frequencies (m . wg + n.wp, ) appears across C. If a resistive
load is connected across the terminals of the idler circuit, an
output voltage can be generated across the load at the output
frequency, @o. The output (or idler) frequency in the idler
circuit is expressed as the sum and the difference frequencies of
the signal frequency ws and the pump frequency wp.

In 1956, J.M. Manley and H.E. Rowe published a
manuscript that analyzed the power flow into and out of a
nonlinear reactive element under excitation at its different
harmonic frequencies, [8,9]. Manley-Rowe have derived a set
of power-conservation relations, eqs. (1) and (2), that are
extremely useful in evaluating the performance that can be
achieved from a parametric device consisting of a nonlinear
reactance. The circuit model considered by Manley-Rowe is
shown in Fig. 3. It consists of a nonlinear capacitor driven by
two independent signals sources located at frequency ws
(source signal) and wp (the pump signal). The capacitor is also
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connected to an array of band-pass filters acting as loads. These
filters define the frequencies of the signals that are allowed to
drive the nonlinear component, and a diverse of filters with pass
frequencies m.ws+ n.wp are used [10-13]. The Manley-Rowe
relations show the constraints on the power, P,,,, absorbed by
the nonlinear capacitor at frequencies m.ws+ n.cwp. That is, the
power delivered to the capacitor at m.ws+ n.wp is denoted by,

1 .

Pm,n =7 Re{l/m,n 'Im,n} > (7)
2

where the voltage and current represent peak harmonic

amplitudes. It is expected that as a result of the nonlinear

capacitance, power components at different frequencies will

appear. Considering a lossless capacitance, the net power will

be zero, [1],
> P, =0. (8)

m,n

The Manley-Rowe relations express the fundamental
characteristics as a function of the frequencies allowed to excite
the circuit. The band-pass frequencies present in the circuit will
determine the characteristics of the parametric based converter
[1], [10-13]. The Manley-Rowe relations describe functions as
up-conversion (signal at ws amplified and mixed to higher
frequencies), down-conversion (signal at ws amplified and
mixed to lower frequencies), or simply direct amplification
(signal at ws amplified at ws), [1].
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Fig. 3. Circuit model for illustration of the Manley-Rowe relations.
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The relations apply to ideal, i.e. lossless, varactors where
current and voltage are assumed to exist at frequencies m . wg +
n.wp, where m and n are integers. The relations are given by,
[91,
= m.P,
2 im0 <
s+ m.wp
n=-oo
- n.p
;2 wagemar =" @
s+ m.wp

ﬁMs ng

where P, , is the average power flowing into the varactor at the
frequency m.ws+n.wp. For a frequency multiplier all
frequencies are harmonics of only one frequency, ws, thus m=0,
and the Manley-Rowe relations become P;+P,=0. That is, if the
circuit is designed so that only real power can flow at the input
frequency ws and at the output frequency m.wp , the Manley-
Rowe relations predict a conversion efficiency of 100%. It
should be noted, however, that the relations do not cover the
DC power, meaning that the power at any output frequency



m.wgs cannot be increase by supplying power at DC frequencies.
Interestingly, the above relations also show that besides the
application on signal amplifiers, the transfer of energy can also
occur between distinct frequencies, thus realizing the operation
of low-noise mixing with the possible of having and effective
power gain. For the up converter mixing operation, the power
gain between the input signal the upconverter version is given
by,

_ Py _ oy
Gy=7L=2 6
Wy = Wp + Wg (4)

where it shows that the gain is simply the ratio between the up
converted frequency, oy, and the input signal frequency, ®s.
The upconverted frequency is the sum of the frequency the
pump oscillator and the input signal.

A similar relation can be derived for the downconverter
case,

—FPp_®
GD_PS_Q)S ®)
Wp = Wp — Wg (6)

where oy corresponds to the downconverted signal frequency.

The gain predicted by the Manley-Rowe relations [9], can
be achieved by using a variable reactance, such as variable
capacitance (varactor). One of the first device used as varactor
in parametric amplifier was the diode. Since this is a two-
terminal device, the excitation is applied at the same terminal
used for all the other for all signals. In CMOS technology
instead of the diode, a MOS varactor can be used in a RF
parametric amplification both for RF and other baseband
applications, [1]. Moreover, MOS device has a third terminal
meaning that there is the possibility to pump the structure using
a different terminal than the one for the input signal, thus
decoupling them.

In a receiver, a RF signal may be mixed with a signal from
the local oscillator in a nonlinear circuit (the mixer) to generate
the sum and difference frequencies. In a parametric amplifier
the local oscillator is the pumping signal source, as shown in
Fig. 4.

R Input RF tank _Output IF tank

Rs Varactor loss RL

Sw=1/C) m g R,
L IF

MOS Varactor

7

S(t=1/C(t)
«

Fig. 4. Equivalent model Manley-Rowe for a parametric amplifier.
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B. Parametric Amplification: Discrete Time

The discrete-time operation of a parametric amplifier is
obtained by adding switching elements around a nonlinear
reactance. The conceptual schematic of this amplifier is
depicted in Fig. 5.
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Fig. 5. Conceptual discrete-time parametric amplifier, [14].

The conceptual discrete time parametric amplification
diagram is composed of an input voltage source vy, input and
output switches, a capacitive load C;, and an electrically
variable MOS capacitor C which is controlled by a squared
voltage pump signal with frequency wp, [14]. For this simplified
analysis it is considered that the ideal switches are driven by
two-phase non-overlapping clocks, g; and a2, [14]. During o; a
sample of the input signal is acquired by C through switch S;.
During this sampling phase, the output switch S is open and the
controlling pump signal is such that the varactor C reaches a
high capacitance value, C,;. During the holding phase, 0., the
voltage amplification is achieved by reducing the value of the
capacitance capacitor while conserving approximately the same
charge at the top plate of the device. The gain is approximately
given by the ratio between the capacitance values observed in
each phase.

In contrast with the continues time version, this discrete
time parametric cell does not need high quality filters, but it
cannot reach the operation at microwave range. Nevertheless,
this cell has already be proved to operate in standard CMOS
technology in analog-to-digital converters (ADCs), discrete-
time filters (FIRs) and mixers, which are fundamental building
blocks in modern RF transceivers.

III.  USING PARAMETRIC AMPLIFICATION
IN 5G RF TRANSCEIVERS

The application requirements for higher data rage in mobile
communications is driving the 5G development to support
larger capacity. Considering the high occupancy of the radio
spectrum up to 6 GHz, one of the most promising evolution is
the utilization of the mmWave range, i.e., 28 GHz frequency
that can offer larger bandwidth channel, when comparing with
the current 4G standard [15-16]. Recently, data rate up to 0.5
Gb/s were demonstrated in outdoor/indoor coverage
environments, at 28 GHz band [17, 18].

The potential applications of millimeter wave
communications in the 5G network include the small cell
access, the cellular access, and the wireless backhaul. In
comparison to 4G networks, the millimeter wave 5G network
offers significant advantage in data throughput due to the much
wider RF bandwidth.
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With high carrier frequency and wide bandwidth, there are
several technical challenges in the design of circuit components
and antennas for millimeter wave communications [5]. In the
millimeter bands, high transmit power, i.e., equivalent isotropic
radiated power (EIRP), and high bandwidth can increase
nonlinear distortion of power amplifiers (PA) [16]. Besides,
phase noise and 1Q imbalance are also challenging problems
faced by radio frequency (RF) integrated circuits [17-18].
Research progress on integrated circuits for millimeter wave
communications has been discussed in [22], including in-
package antennas, radiofrequency (RF) power amplifiers
(PAs), low-noise amplifiers (LNAs), voltage-controlled
oscillators (VCOs), mixers, and analog-to-digital converters
(ADCs).

The CMOS technology, an attractive option to develop
mixed-mode circuits, has been evolving towards smaller
devices during the past decades, that is enabling the MOS
device to achieve high frequencies of operation. Therefore, the
integration of complete transceivers in one single chip (SoC) is
now a reality, and ideally without requiring any external
components. The signal path model of a wireless
communication system (transceiver consist of a transmitter and
a receiver) is presented in Fig. 6. There are a number of
possibilities of transceivers architectures, namely, heterodyne,
and Zero-IF or Low-IF. The later facilitates the full integration
in CMOS technology since it does not require external filters,
[14].
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Fig. 6. Transceiver Front-End block diagram.

For higher frequency range, namely for mmWave, the
heterodyne architecture is of major interest, that combines
mixer-first approach in a software defined radio architecture
[19-21]. The main issue, however, with a passive mixer-first
receiver front-end is its fairly high noise figure. The challenge
is then to minimize the noise figure of the following blocks,
which will be imply spending more current, decreasing the on-
resistance of the mixer, while keeping the input impedance well
matched with the input antenna.

An alternative, for the implementation of a heterodyne
architecture for a 5G compatible transceiver, is the use of
parametric amplification along the signal processing chain.
This can be achieved in both time continuous time and discrete
time, as shown in Fig. 7, which can be integrated in a single
chip. In a first step, a gain of approximately 15 dB could be
achieved by using a 28 GHz RF frequency applied to a
parametric based downconverter, in continuous time, to a first
intermediate frequency of 1 GHz. A second mixing step, to
bring down to baseband or low-IF, can be implemented using a
discrete-time parametric based downconverter.
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Fig. 7. Conceptual SoC for the RF front-end transceiver, using parametric
amplification in both continuous and discrete time domains.

Fig. 8 shows a block diagram for a multiple antenna mixer-
first receiver for a front-end transceiver using parametric signal
conversion. In fact, it is possible to use a parametric mixer block
to adapt a sub 6 GHz direct-converter transceiver architecture
to operate at 28 GHz.
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Fig. 8. LNA-less mixer-first RF receiver for a front-end transceiver with
MIMO.

In CMOS technology, one can use the variable gate
capacitance characteristic of the MOS device (MOSCAP) and
put it to operate in parametric mode. Fig. 9 shows the
implementation of a downconverter using the MOS device as a
two-terminal varactor, [10]. In [10], the circuit implemented in
a 130 nm CMOS technology is able act as downconverter from
30 GHz to 10 GHz, with a conversion gain of more than 4 dB,
while achieving a noise figure below 1.8 dB, which can be
considered low when compared with other type of passive
mixers. The circuit achieves these values without the need to
use LC thanks with high quality factors, thus favouring its full
integration, without external components. The output
transconductance buffer at the output can drive the remaining
stages of the receiver part of the transceiver, namely the second
mixing stage based on the discrete version of the parametric
downconverter.



Interesting, one might explore the use of the third terminal
of the MOS device to accomplish a similar parametric
operation. Fig. 10 shows a possible, simplified, configuration,
where the pumping signal is applied to the drain/source
terminals of the device. Similar results are achievable using the
same level of quality factor of the LC tanks.

IV. CONCLUSION

In this paper, an overview about reactance-based signal
amplification and conversion, as well as their system
integration targeting modern digital transceivers, is provided.
The reactance-based amplifier depends on the capability of a
nonlinear capacitor to transfer energy between circuit tanks
when conveniently driven by both an input and a pump signal.
This technique can be applied in the 5G transceiver design,
since it is particularly well adapted to the digital standard
CMOS technology. Being compatible with this type of
technology, the integration full system on chip for mmWave 5G
transceiver is then envisaged. One possibility is combining
continuous time and discrete time parametric conversion. The
continuous time parametric amplification is possible to
implement in modern CMOS technologies with moderate
quality factor bandpass filters (LC tank). For lower frequency,
these LC type filters tends to occupy large areas thus pushing
the implementation of the amplifier into deep GHz band. The
alternative presented is the use of MOS varactor in a discrete
time parametric mode of operation.
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Fig. 9. Parametric downconverter parametric circuit for 28-30 GHz RF
frequency, [10].
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Fig. 10. Parametric downconverter circuit using a MOSCAP.
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Abstract—This paper presents an 86-97 GHz transmitter (TX)
using a wideband voltage-controlled oscillator (VCO) operating
in 21.5-26 GHz range and frequency quadrupler (FQ) fabri-
cated in SiGe BiCMOS technology. The VCO implements a
self-buffered common-collector Colpitts topology with binary-
weighted varactor ladder for low VCO gain (Kvco) and wide
tuning range. Use of high-Q passive components and low-noise
heterojunction bipolar transistors (HBT) results in worst-case
phase noise of -92.8dBc/Hz at 1 MHz offset from the carrier.
The VCO is loaded by a low-loss transformer that splitts the
signal between frequency prescaling and multiplying blocks. The
prescaler comprise three divide-by-two circuits (DTC) based
on D flip-flops (D-FF) providing adequate feedback signal for
an external phase-locked loop (PLL). The multiplying section
consists of two cascaded Gilbert-cell frequency doublers driving
a W-band power amplifier (PA). The TX achieves 0.2dBm
output power at 92 GHz and more than -2.8 dBm in 86-97 GHz
range consuming 60 mA from 3.3V supply. The chip occupies
0.755mm? silicon area.

Keywords—multiplier chain, transmitter, radar, wideband
VCO.

I. INTRODUCTION

Radar systems have been extensively invstigated over the
past years owing to gradual growth of demand for non-
military sensor applications. Automotive industry has been
undoubtedly a great beneficiary but a rapid development of
unmanned aerial vehicles (UAV) such as drones, created
an unexplored field for variety of radar components used
e.g. cruise control, obstacle mitigation, ground detection etc.
Furthermore, enormous increase of drones in aerial spaces put
pressure on safety systems designed to counteract unautho-
rized UAVs entering facilities requiring high security, e.g.,
airports, military-controlled ranges, sport venues etc. De-
velopment of silicon technologies enabled high integration
of milimeter-wave (mmW) circuits and realization of cost-
effective systems on chip (SoC). Countinuous semiconductor
scaling make transistors with fr/fyax above 200 GHz easily
available, thus allowing a broad set of mmW frequency ranges
to be used. W-band (75-110 GHz) seems interesting for wide
bandwidth aand weaker attenuation comparing to V-band (50-
75 GHz), where strong dioxide molecule absorption limits the
maximum radar detection range. Moreover, existing 24 GHz
radar systems could be conveniently extended by quadrupling

TX
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vCco

| PLL

CPU

(X
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n DSP

Fig. 1. Radar system block diagram.

the local oscillator (LO) signal up to W-band. This paper
presents a 86-97 GHz transmitter (TX) using a K-band voltage-
controlled oscillator (VCO) and frequency multiplier chain
intended for W-band radar applications.

II. RADAR SYSTEM CONCEPT

Fig.1 presents W-band frequency-modulated continuous-
wave (FMCW) radar system concept using an integrated K-
band signal source. Sub-harmonic LO generation offers some
advantages over topologies based on fundamental tone sources.
First, negative resistance required for oscillation at lower
frequencies is reduced due to higher gain of active devices
resulting in lower power consumption and noise. Also, LC-
tank Q-factor tends to have optimum value at 15-25% of
transistor’s fr enhancing VCO phase noise. For that reason
we chose K-band as the target VCO frequency range. The
LO signal is multiplied by 4 to reach W-band and divided at
least by 8 to drive an external commercially available PLL.
The up-converted W-band signal is radiated using a power
amplifer (PA) and off-chip antenna. The back-scattered signal
is sensed by receive antenna, amplified using a low-noise
amplifier (LNA) and down-converted in mixer stage. Resulting
baseband (BB) signal is fed to a DSP unit, where further
processing is performed.

III. CIRCUIT DESIGN

Block diagram of the W-band TX is shown in Fig.2. A
K-band signal is generated using an LC-VCO having three
tuning inputs connected to a binary weighted varactor bank.
The VCO is loaded with a transformer that splits the signal
between the divider an multiplier chains. The former consists

74 Copyright © 2020 by Department of Microelectronics € Computer Science, Lodz University of Technology
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Fig. 3. Schematic of the VCO.

of three cascaded divide-by-2 circuits (DTC) and a buffer to
drive an external PLL. The latter is composed of two cascaded
frequency doublers and PA.

The VCO (see Fig.3) implements modified differential
common-collector Colpitts topology with a common-base
(CB) stage connected to Qq 2 [1]. This arrangement improves
both isolation of the resonant circuit and the output power.
The resonant frequency depends mainly on base inductors
and divider formed of base-emitter capacitor and varactor.
Transmission line (T-line) and inductor at the emitter must
be large enough to present high impedance for the signal.
Therefore, the inductor is realized as stacked spiral coil using
top metal layers TM1 and TM2. CB stage is terminated by a
transformer comprising three closely coupled spiral inductors.
The primary coil has four turns and is implemented in TM1
layer. Both secondary coils having two turns each, are realized
in M5 layer. The varactor consists of three binary weighted
devices resulting in overlapped sub-bands for lower VCO
gain [2].

The VCO signal is fed to the prescaling section used to
divide the K-band signal down to 3 GHz range and drive an
external PLL. A single DTC is basically a D-type flip-flop
(D-FF) with feedback as depicted in Fig.4. Each D-FF has
two latches working in master-slave modes and a emitter-
follower (EF) buffer. The latches are realized using emitter-
coupled logic (ECL) for high-speed operation. The first divider
consumes 6 mA whereas the current is halved in each follow-
ing stage resulting in 10.5 mA total current consumption. The
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Fig. 5. Schematic of the frequency quadrupler composed of two cascaded
Gilbert-cell frequency doublers.

output buffer is implemented as resistively loaded common-
emitter (CE) amplifier capable to deliver -5 dBm to an external
PLL.

Part of the VCO output signal drives the multiplier chain
composed of two cascaded frequency doublers (FD) and a
power amplifier. A single FD is basically a Gilbert-cell mixer
where the input signal is connected to the LO switching quad
transistors. Self-mixing of the input signal produces second-
harmonic tone that drives the next FD.

After frequency multiplication to W-band the signal drives
the PA consisting of two stages. Each stage is a differential
cascode (CE-CB) amplifier for improved gain and isolation
due to Miller effect mitigation with respect to CE topol-
ogy. Unfortunately, the output capacitance of CE-CB stage
increases significantly which is undesired concerning the band-
width. Therefore, we deliberately terminate the bases of CB
stage with fixed capacitance of 100 fF instead of connecting
them directly and exploiting virtual ground node. This is
beneficial with respect to the bandwidth at cost of smaller gain.
The output stage is loaded with a reduced size Marchand balun
to convert balanced signal to single-ended for measurement
purposes. Size reduction is obtained by increasing charac-
teristic impedance of the T-lines and including shunt 20 fF
capacitors. A short-stub is used to compensate for bondpad
capacitance and ESD protection.
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Fig. 7. (a) VCO break-out chip photograph. (b) Complete TX die photograph.

IV. EXPERIMENTAL RESULTS

The TX was manufactured using SG13S process from
IHP [3]. It offers heterojunction bipolar transistors (HBT) with
fr/fmax=240/330 GHz for RF circuits and CMOS devices
for efficient control and digital processing. Die photographs
of the VCO break-out circuit and the complete TX are shown
in Fig.7. A simple test board was prepared to characterize
the standalone VCO regarding the tuning range and output
power. However, in order to reliably measure TX output power
and the phase noise a dedicated PCB containing ADF4158
PLL was designed to stabilize LO signal and eliminate drift
effects. The chip board contains the TX IC as a bare die
mounted on the PCB. The chip generates differential output
signals (D, and D,,,,) representing the VCO signal divided
by 8 using an on-chip prescaler. Dout is connected to R&S
spectrum analyzer for phase noise measurement whereas D,
is used to feed the PLL chip. The PLL is programmed using
a control board equipped with a STM32 and USB interface
for communication with PC. Consequently, the TX output
frequency can be conveniently set to the desired value and
problem of VCO drift is effectively eliminated. All the TX
chip pads except for RF TX output are bonded to the PCB.
The TX output is measured using a wafer probe.

Fig.9 presents standalone VCO tuning range (TR) and
single-ended output power measured using spectrum analyzer.
There is almost perfect agreement between expected and
measured TR due to careful design process based on electro-
magnetic (EM) simulations. The output power does not deviate
by more than 1 dB from expected values. The total VCO TR is
almost 5 GHz which corresponds to 21% fractional bandwidth.

Fig. 10 presents VCO phase noise (PN) at 1 MHz offset
from the carrier. The measured PN varies from -95.5 to -
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92.8 dBc/Hz reaching highest value in the middle of the VCO
tuning range due to the largest VCO gain and resulting AM-to-
PM noise conversion. A good agreement is observed between
measured and simulated results except for 0.5 GHz shift in
tuning range comparing to Fig.9. This is due to fact that the
VCO break-out circuit was fabricated in an earlier run and was
slightly modified to accomodate the target frequency range.

The TX output power is presented in Fig.11. The peak
output power at 92 GHz is 0.2 dBm and the 3-dB bandwidth is
86-97 GHz. Measurement uncertainty of the RF output power
is estimated to £1 dB including accuracy of the VDI PM4
power detector (+0.2 dB), probe parameters, probe contact
repeatability, system noise tracking etc. The chip was powered
from a regulated DC power supply with 3.3 V nominal supply
voltage. Measured current consumption is 60 mA which cor-
responds to 198 mW power dissipation. This results in 0.53%
TX efficiency (1) calculated as the ratio of TX peak output
power to DC power consumption.

V. CONCLUSION

A W-band TX based on K-band wideband VCO for radar
applications was designed, manufactured and measured. The
TX achieves more than -2.8 dBm output power in 86-97 GHz
range and worst-case phase noise of -80.8 dBc/Hz at 1 MHz
offset from the 94 GHz carrier. Table I summarizes perfor-
mance of the fabricated W-band TX circuit.



TABLE 1.
SUMMARY OF W-BAND TRANSMITTERS WITH INTEGRATED VCOS.

Ref. Process fout [GHz]  # harm. PN®[dBc/Hz] n[%] Prx[dBm] Ppc[mW] Area [mm?2]
[4] SiGe 180nm 68-94 1 -85.0 0.19 -1 423 3.04°
[5] CMOS 65 nm 76-77 1 -85 1.76 6.4 248¢ 0.49¢
[6] CMOS 65nm 77-79 2 -81.0 10.04 13.2 208¢ 2.09¢
[71 SiGe 130 nm 89-95 2 -76.0 1.87 6.4 2334 0.724
This Work  SiGe 130 nm 86-104 4 -80.8 0.53 0.2 198 0.76

@ worst case at 1 MHz offset, ?incl. RX, €incl. PLL/analog BB, d est. for single TX incl. prescaler,
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Fig. 9. VCO tuning range and single-ended output power. Fig. 11. Measured TX output power versus frequency.
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Abstract—In this paper we present a comparative analysis of
active feedback circuits dedicated to charge sensitive amplifiers
(CSA) used in X-ray imaging systems. This work is motivated
by the fact there are many papers discussing advantages and
disadvantages of using particular CSA feedback but non of them
are done in the same process which is very crucial. The presented
design, prototype recording channels fabrication employing two
the most competing solutions, and their further measurement
results may therefore help one in choosing the most suitable
feedback for a particular application. The presented circuits are
designed in CMOS 40 nm process and are compared in terms of
noise contribution, power consumption, area occupation, ability
to minimize detectors leakage current, and also CSA stability.

Keywords—X-ray imaging, active feedback circuit, CMOS,
sensor, energy measurement, charge sensitive amplifier.

I. INTRODUCTION

X-ray imaging is a widely used solution for biology,
medicine, materials analysis, high energy physics, etc. [1], [2].
Noticeably, thanks to the latest technology developments the
direct digital X-ray imaging has become a main contestant of,
commonly used in medical imaging, indirect medical imaging.
This is because contrary to the indirect, the direct imaging
allows lowering the patient applied dose and to increase system
spatial resolution.

The typical direct X-ray imaging system has a pixelated
architecture and is composed of two main parts, i.e. detector
and application specific integrated circuit (ASIC), connected
together with the use of a flip-chip bonding technique (see Fig.
la). Thanks to modular architecture it is possible to adapt
both parts for different applications requirements. Typically,
both the ASIC and the detector are of the same geometry of
100 pm pitch or below.

Direct X-ray imaging is based on converting the incoming
X-ray photons into a voltage. This is done with the use of
detector (a reversely biased p-n junction) where incoming
photons deposit their energy that is then transformed into short
current pulses. Current pulses are next converted by the charge
sensitive amplifier (CSA) into a voltage step of amplitude
equal to Q;,/Cr, where CF is the CSA feedback capacitance
and @, is a charge deposited in the sensor active volume by
impinging photon. Regarding the CSA signal processing, there
are two main approaches, i.e. a charge integration type (used
in CCDs, CMOS imagers, etc.) and a Single Photon Counting
(SPC) mode. The SPC mode has become very popular as,

Charge cloud
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Single pixel
~
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(a)
r— — - - - = Al
R
WA
| |
| H/ |
Ale
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CSAin CSAout
Discriminator counter
I CSA
-HV

TH

Fig. 1. a) 2-D hybrid pixel detector system and b) simplified recording
channels schematic.

comparing to the charge integration type detectors, it offers
very high dynamic range, noiseless imaging, and possibility
to count only those pulses which amplitudes are only within
a user defined energy window. Though, the SPC mode, com-
paring to the integration mode, suffers from worse capability
of coping with high energy fluxes. Therefore, many research
groups worldwide lead intensive research on developing SPC
based mode systems overcoming this disadvantage [3]-[7].
The typical readout channel (see Fig. 1b) is composed of
CSA, a threshold TH setting block, a discriminator, and a

78 Copyright © 2020 by Department of Microelectronics € Computer Science, Lodz University of Technology



digital counter. Its operation is based on counting only those
pulses that are above the user defined threshold value TH.
The SPC readout channel is a crucial part of the hybrid
detector and it determines the overall SPC main parameters
like noise, power consumption, spatial resolution or high count
rate performance. Thus, readout channels’ particular blocks
need to be thoroughly verified not to worsen entire system
parameters.

In this paper we present a comparative analysis of two
active feedback circuits. The first is a commonly used solution
named Krummenacher circuit [8] while the second feedback
is an approach presented in [9] and being a very attractive
counterpart. The feedback circuits are compared in terms
of noise contribution, power consumption, area occupation,
detectors leakage current compensation, and CSA stability.
Two prototype recording channels were designed in the CMOS
40 nm process and sent for fabrication. The paper is organized
as follows. In the Section II we provide CSA feedbacks
description while in the Section III a prototype recording
channels design is shown. The Section IV provides post-layout
simulation results of designed circuits and finally conclusions
are provided.

II. CSA FEEDBACKS ARCHITECTURE DESCRIPTION

There are many CSA feedback solutions differing in their
complexity, functionality and influence on the overall X-ray
imaging systems parameters [6], [9]. One of the most popular
solutions is an active feedback named Krummenacher circuit
(named in the article as AF-A) which is compared with an
active feedback presented in [2], [9] (named in the article as
AF-B). Both circuits are presented in the Fig.2.

In general the CSA feedback is responsible for:

— setting the DC operating point of the CSA core,

— discharging the CSA feedback capacitance C'r with a
user defined time (often controlled in a wide range to
meet different system requirements),

— detector leakage current compensation.

The CSA feedback can be modelled as a parallel connection of
two components, i.e. resistor R (responsible for capacitor C'r
discharging), and inductor L (responsible for minimization
of detectors leakage current influence).

Regarding the resistance Ry and discussed active feedback
circuits small-signal models, it is realized by M1/M2 and M3
transistors in the AF-A and AF-B feedback circuits respec-
tively. The idea of detector leakage current influence com-
pensation is to continuously control the feedback to minimize
additional DC current flowing through the resistance Rr. In
that way the CSA output DC voltage shift may be minimized
which is especially important in low voltage systems. This
functionality is realized by Cx capacitor, M2/M3 transistors,
and Cx capacitor with M1/M2/M5 transistors in AF-A and
AF-B feedbacks respectively. Main active feedbacks parame-
ters are shown in the Tab. L. It can be seen that the AF-B circuit
offers better stability with respect to AF-A which is caused by
extremely high M5 transistors based resistance (this transistors
is biased to work in the cut-off region). Importantly this

directly translates to smaller AF-B area occupation as the C'x
capacitor may be meaningfully reduced compared to the AF-A.
Also, large inductance of AF-B is formed in a much easier
way. Both feedback solutions allow for the R;C's constant to
be controlled in a broad range and therefore adapted to specific
input signal rate conditions. The AF-B shows however DC
drift at the output of the CSA as a result of detectors leakage
current or feedback settings. This inconvenience, however
can be mitigated by using AC coupling or by using an idea
proposed in [10].
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Fig. 2. CSA active feedbacks schematic ideas: a) AF-A circuit and b) AF-B
circuit.
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TABLE I.
ACTIVE FEEDBACK CIRCUITS PARAMETERS
Parameter AF-A AF-B
2 1
A . Rf ~ — Rf ~ —
Small signal equivalent gm1 gm3
2C 1 1 . C
Lin ——X | Lin(—+—)=X
9m29m3ef f gm1 9m2 9Gdss
C 2C C 4C
Stability requirement X > =1 £x gm1 + gm2 > Tf
9Im3eff 9gm1 9ds5 gIm19m2 9Im3

III. DESIGN OF THE PROTOTYPE RECORDING CHANNEL

The considered active feedbacks were implemented as a test
structures in the one of projects we have lately sent for fabri-
cation (see Fig. 3). We assumed that both feedbacks should be
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Fig. 3. Active feedbacks prototype recording channels schematic idea.

designed for the same parameters, i.e. power consumption not
higher than 30 nW, CSA output pulses time width controlled
by the user in the range of 200 ns - 1.5 s, and phase margin to
be about 50 deg. Additionally, the compared feedback circuits
should operate with the same CSA core which in our case is
a voltage amplifier based on the folded cascode architecture.
The main active feedbacks components dimensions are given
in the Table II. In order to control the CSAs’ output pulses time
widths, vary CSA gain, compensate described blocks for PVT
influence, provide recording channels input pulses, change
discriminators threshold, the configuration register is used (see
Fig. 3). Both CSA output signals are provided either in the
analog or digital manner by the use of an analog multiplexer
followed by discriminator and analog buffer.

TABLE II.
ACTIVE FEEDBACKS KEY TRANSISTORS DIMENSIONING
Block | Transistor | Wlum] | L{um)]
My, Mo 0.5 0.4
AF-A
Cx 22 4.7
Mo, Mo 0.2 0.2
AE-B M; 0.4 2
Cx 3 3

IV. SIMULATION RESULTS

The Fig. 4 shows the designed prototype layout masks view
with its main blocks description.

One of the required recording channels parameters is its
ability to control CSA output pulse width in a broad range.
Thanks to this functionality the overall system may be adapted
to different experiments differing in input pulses intensity.
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The Fig. 5 shows postlayout simulation results of the CSA
output pulses for different active feedback settings. It can be
seen that both recording channels allows for setting pulses
time widths (defined as 1% amplitude value) in the range of
200 ns - 1.5 ps. As we pointed out in the Section II the AF-B
circuit shows slight CSA output DC voltage dependence on
the feedback setting.

We also checked the active feedback circuits noise contri-
bution to the CSA overall equivalent noise charge (ENC). It
can be seen (see Fig. 6) that both feedback circuits contributes
substantial noise to the overall EN Cror. However, the AF-A
circuit noise is almost 50% times higher compared to the AF-B
circuit, i.e. the AF-A contributes about 60 e- while AF-B about
40 e- of noise for a given pulse time width range. Fig. 6
shows a ratio of the feedback noise ENC 4 to the total noise
represented as ENCror.

The detectors leakage current influence on the both active
feedbacks was verified by supplying the CSA input with a
DC current of a controlled current value. It can be seen (see
Fig. 7) that the CSA output DC level of AF-B is much more
susceptible to the detectors leakage current compared to the
AF-A. This is a result of the way the AF-B circuits M2
transistor is controlled, i.e. in order to react on the input
detectors leakage current the M2 transistors’ gate voltage
needs to be changed which is a CSA output DC voltage.
However, the AF-B circuit keeps reasonable phase margin
even the detectors leakage currents exceed the tranistors MO
DC current. This behaviour however is not a case for AF-A
circuit.

Active feedback area occupation is mainly determined by
the size of C'x capacitor which is caused by the CSA stability
requirement (see Table I). Providing reasonable CSA phase
margin directly influences the C'x value and therefore the
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feedback area occupation. In the presented design we decided
to use a MOS transistors working as a capacitor Cx and
these are PMOS transistors of 22 pum/4.7 ym and 3 pm/3
pm channel area for AF-A and AF-B feedbacks respectively.
One should keep in mind that whenever very long pulse time
widths are required, i.e. very large feedbacks’ resistance needs
to be set, the MOS based capacitors’ C'x own leakage currents
have to be also taken into account.

Active feedback parameters are summarized in the Table III.

TABLE III.
ACTIVE FEEDBACKS PARAMETERS SUMMARY
Parameter Unit AF-A AF-B
Pulse width us 02 1.5 02 1.5

Power consumption nW | 15 4 22 5

ENCarp/ENCror - 0.61 0.60 | 0.52 0.5

ENCror e~ 101 100 | 78 72
Phase margin deg | 54 55 53 55

Occupied area wm? 160 50

CONCLUSIONS

The paper provides comparative analysis one of the most
popular active feedbacks used mainly in digital X-ray imaging
(Krummenacher circuit) with the active feedback recently
proposed in [9]. Both feedbacks were adapted in the recording
channel dedicated to medical imaging requiring low noise,
detectors leakage current compensation, and small silicon area
occupation. Postlayout simulations show that both feedbacks
allow for satisfying power consumption and CSAs output
pulses time width control range requirements. However, as it
was shown the AF-B circuit surpasess the AF-A in terms of
lower noise contribution, smaller area occupation, and ability
to work with higher leakage currents. Though, the AF-A shows
much less detectors leakage current influence on CSA output
DC voltage than AF-B. Importantly, this disadvantage can be
easily adressed by AC coupling or solution shown in [10].
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Abstract—This paper presents a new ASIC design of a
coprocessor that performs process scheduling for embedded
mixed-criticality real-time systems consisting of processes of
various criticality and various real-time attributes. The proposed
solution is implementing Robust Earliest Deadline (RED)
algorithm and previously developed hardware architectures used
for scheduling of real-time processes. Thanks to the on-chip
implementation of the scheduler in a form of a coprocessor, the
scheduler operations can be completed in two clock cycles
regardless of the process amount within the system contains. The
proposed scheduler was verified by simulations that applied
millions of random inputs. Chip area costs are evaluated by
synthesis into an ASIC using 28 nm process by TSMC. Two
versions of real-time process schedulers were compared: EDF
scheduler designed for hard real-time processes only and the
proposed RED scheduler. The RED algorithm handles variations
of process execution times better, achieves higher CPU utilization
and can be used for scheduling of hard real-time, soft real-time
and non-real-time processes combined within one system that is
not possible using the other scheduling algorithms.

Keywords—scheduling, mixed-criticality, ASIC, RED.

I. INTRODUCTION

Real-time (RT) embedded systems are systems that
execute RT processes, also known as RT tasks. Successful
execution of a real-time process depends not only on the
correct results of the computation inside the process but on the
time when the process is finished as well. Even if we use a
processor that disposes the highest performance, there is no
guarantee that all RT processes are finished before their
deadlines. Therefore, a process scheduler that is taking into
consideration process deadlines must be used [1].

Ideally, RT process schedulers always create an optimum
schedule with the best possible order of processes so that all
processes will be finished before their deadlines. In addition to
that, an ideal process scheduler introduces a minimum CPU
overhead, which means that the CPU time is consumed for the
scheduled processes, not their scheduling. An ideal scheduling
should not only consume minimum CPU time, this time
should be a constant time too! In fact, this requirement is the
most important because only this way, it can is guaranteed that
the whole RT system remains deterministic and well-
predictable [1-3].

The major motivation to implement a process scheduler in
ASIC is that the software (SW) implemented process
schedulers are usually based on user-defined priorities, not the
actual deadlines of processes. Therefore, these SW schedulers
are not enough robust nor efficient enough for deterministic
support of processes of wvarious criticality levels that
furthermore are combined in the same system (without
hypervisor). Luckily, process scheduling algorithms can be
accelerated by hardware (HW) in order to meet the
performance and determinism requirements [1].

Another problem 1is that the existing schedulers
implemented in HW are generally applied in only simple
systems that consist of hard RT processes only. These
solutions are not suitable enough for RT systems with higher
complexity, robustness, size and with variety of process types
that are mixed within the same system. Thus, a more robust
scheduler supporting various types of processes is required.
Such a scheduler can be achieved by implementing and
existing algorithm called Robust Earliest Deadline (RED),
which is designed for handling of system overheads [1-10].

Mixed-criticality is an active research field, as reflected in
the review by Burns and Davis [11]. Mixed-criticality is
resulting from the global trend in microelectronics that lies in
increasing integration of growing number of components on
chip belonging to safety-critical domain. Until not so long
time, process isolation was required within safety-critical
certification to imply performing of critical processes in a
separated hardware. Due to the process isolation, RT systems
were under-utilized and based on the pessimistic analysis of
worst-case execution time for each process. As average
execution time is generally significantly smaller than the
worst-case time, CPU resources are usually reserved much
more than it is really needed for execution of RT processes
[12-15].

Mixed-criticality RT systems can contain any combination
of critical and/or non-critical processes in the same platform
without complete isolation of the processes as it is considered
to be too inefficient (e.g. using hypervisors). Non-isolation is
recommended as a demanding and efficient way to improve
CPU utilization, which is achieved by executing low-priority
and non-critical processes within slack time that becomes
available whenever high-priority and high-critical processes
are finished sooner than it was predicted according to worst-
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case execution time. This is happening relatively frequently in
real-world applications. The problem is that safety-critical
processes and best-effort processes have usually conflicting
requirements, being an important research challenge [16-18].

The topic of mixed-criticality is considered as a very active
research field, which is mentioned in the review from Burns
and Davis. The mixed-criticality research is trying to solve the
problem of scheduling policies that are supposed to maximize
CPU utilization and simultaneously to maintain the
schedulability of every safety-critical process [11].

II. RELATED WORK

One of the most popular scheduling algorithms for RT
systems is Earliest Deadline First (EDF), which is proven to
always create an optimum schedule for systems containing
hard RT processes only [1, 2]. The main idea of this algorithm
is to order all processes according to their deadlines in such a
way so that a process with the earliest deadline is the process
that should be executed first. The processes that are ready for
execution are stored in a structure called “process queue”.
Process queues can be implemented by various sorting
architectures, such as shift registers architecture [19] or
systolic array architecture [20].

In our previous work published in [21-24], we already
presented novel RT process schedulers implemented in a form
of coprocessors. A slightly modified EDF algorithm was used
to support killing of processes according to their ID, which is
important in recent operating systems. The possibility to kill
any process in the system according to the process ID
increases flexibility and extensibility of the proposed solution,
such as process synchronization and support of non-RT
processes.

Beside of our research, there have been also other
solutions presented. One solution employs EDF algorithm
with the maximum number of processes being 64 [25], and the
other approach uses priorities instead of deadlines, which is
less efficient for RT systems in terms of CPU utilization [26].
There are other solutions based on priorities or static
scheduling [8-10, 27-29] as well. These solutions are suitable
for systems consisting of hard RT processes only.

Since various types of processes may co-exist together in
complex RT mixed-criticality system, a requirement for a
robust process scheduler that supports all types of processes
arises. For this reason, we decided to create an ASIC-based
process scheduler that implements Robust Earliest Deadline
(RED) algorithm, which is suitable for all types of processes

[1].

The RED algorithm is an extension of the EDF algorithm.
Both algorithms are performing sorting of processes based on
process deadlines, which is shown in Fig. 1. EDF accepts all
requests for adding and scheduling a freshly created process,
but RED is predicting if any of the processes is able to miss a
deadline and if so, then it chooses the most suitable process to
temporarily reject it and move it to Reject queue. By this, we
can guarantee that all hard RT processes always meet
deadlines and additionally, as many soft RT processes as

84

possible meet deadlines too. In case when any of the ready
processes is finished sooner than the worst-case timing
analysis predicts, and there is sufficient free time to reclaim
and finish on time any of the rejected processes, then RED
uses its reclaiming policy for moving one of the rejected
processes back from Reject Queue to the Ready queue [1, 2].

The method for monitoring of execution time of RT
processes and prediction of their deadline misses was also
presented in [30-32].

new task always accepted
I > Ready Queue

é

a)

scheduling
policy

————— > Ready Queue

rejection
policy

new task

Planning

reclaiming
policy

Reject Queue

b)

Fig. 1. EDF (a) and RED (b) scheduling algorithms [1].

III. PROPOSED RED SCHEDULER

A. Top module

Fig. 2 shows a top module of the proposed scheduler
represents a coprocessor that contains 3 components: Ready
Queue, Control Unit and Reject Queue.

The top module has only one input (called INSTR) — the
instruction provided by CPU. There are two types of
instructions: schedule process and kill _process.

The output of the top module is PROCESS TO RUN,
which provides information back to CPU about which process
is selected by the scheduler for execution at the moment.

PROCESS_TO_RUN
Ready Queue [

CU_TO_RDQ RDQ_TO_CU

INSTR

C—>— Control Unit
RIQ_TO_CU CU_TO_RIQ

Reject Queue

Fig. 2. Top module of RED scheduler.



B. Ready Queue

This component is based on an existing sorting
architecture called Shift Registers, which consists of process
cells. Each process cell contains one process comparator,
control logic and a register to store one process. The process
cells can exchange processes with adjacent process cells. Each
process cell receives the same instruction in parallel from the
shared bus. An example of the Shift Registers with four cells
is given in Fig. 3 [19].

Shift Registers

==y

4. cell QEI 3. cell Kiem | 2. cell Kem | 1. cell

Fig. 3. Shift Registers [19].

The Ready Queue component was extended by a feature
called Overload Analysis by applying the following changes:

1. Extend each process cell with register for execution
time

2. Add overload detection into each process cell
3. Add combination of overload bits for all process cells
4. Add victim selection

Change 1 is to insert an execution time register into every
process cell within the Ready queue component. It is used as a
remaining worst-case execution time for the actual process
cell + the sum of the remaining worst-case execution times of
all processes that are scheduled before the actual process.

If a new process is inserted to the process cell, then the
new value of the execution time register is calculated by
adding the worst-case execution time of the new process + the
value of the execution time register stored in the process cell
located before the actual process cell, where the new process
is supposed to be inserted. In addition to this, the worst-case
execution time value of the new process is added to the
execution time registers of all processes scheduled behind the
new process.

In an existing process is removed from Ready queue, then
all processes that are scheduled behind the removed process
must decrease the values of execution time registers by the
current value of execution time register of the removed
process.

Change 2 is to implement a logic that calculates the
overload bit of every process cell. The logic checks whether
the worst-case execution time of the new process + the value
stored in the execution time register of the actual process cell
is greater than the deadline value of the actual process. If yes,
then scheduling the new process before the process in the

actual process cell can cause the actual process to miss its
deadline. This situation is called overload and the overload bit
of the corresponding process cell is set to high in such a
situation.

Change 3 is to add an OR gate within the Ready queue
component but outside of the process cells. The OR gate takes
as input all overload bits provided from the process cells. If at
least one overload bit is ’1°, then the OR gate output is ’1” too,
meaning that the system is overloaded. This result is then
given to the Control Unit component via RDQ_TO CU.

Change 4 is to add a logic that selects one process within
the ready processes stored in the Ready Queue component.
The selected process is removed from Ready Queue and
inserted to Reject Queue. This process is called “victim
process” as well because it is sacrificed by the scheduler
because the system would be overloaded otherwise.

C. Control Unit

This component is responsible for controlling Reject
Queue and Ready Queue components. Whenever a new valid
instruction is provided from CPU, Control Unit performs this
instruction by forwarding it to Ready Queue. If no instruction
is provided from CPU, Control Unit can automatically move
processes between Reject Queue and Ready to maximize the
number of processes to be executed on time but to keep the
system to be not overloaded.

Whenever the system is overloaded (i.e. in overload state),
the Control Unit gives an order to remove one process within
the processes stored in Ready Queue (called a victim) and to
store this process to Reject Queue. The victim is chosen
according to priority values and position of the process within
the Ready Queue in such a way that the process with the
lowest priority within those processes that are located before
the first process reporting the overload is chosen as the victim.

Whenever an existing process is killed (i.e. removed from
the Ready Queue) and the system is not overloaded, the
Control Unit tries to reclaim one process from Reject Queue.
Thus, one process is selected among the processes in Reject
Queue and moved back to Ready Queue. Then, the overload
state is checked again. Control Unit moves back the reclaimed
process from Ready Queue to Reject Queue if the system is
overloaded again. However, the reclaiming is successful and
the reclaimed process remains in the Ready Queue if the
system is not overloaded.

There are 4 criticality levels supported by the proposed
scheduler. They are used for the rejection and reclaiming
policy described above. These 4 criticality levels are defined
by 2 bits the following way:

e  “00” — non-RT processes and soft RT processes with
low priority

e “01” —soft RT processes with medium priority

e “10” —soft RT processes with high priority

e  “11” —safety-critical hard RT processes
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D. Reject Queue

The Reject Queue component is a queue that consists of
rejected processes. These processes are ordered in such a way
that the process with the highest priority and the latest
deadline is selected and sent to output of the queue. The
selection of such a process is performed in 1 clock cycle. The
Reject Queue is an implementation of Shift Registers
architecture, just like the Ready Queue but without the new
changes performed only for Ready Queue. Also, the Shift
Registers architecture is configured as a MAX queue.

Every Reject Queue item is mapped 1:1 to one rejected
process. The items of the Shift Registers are ordered according
to a value that is a combination of two values that are
concatenated: process priority and process deadline. The
process priority is used for the higher bits and the process
deadline is used for the lower bits. Thus, process priority has
higher importance than process deadline when choosing which
process is supposed to be reclaimed as the next one.

Shift Registers can remove any process depending on the
given process ID. However, this feature is not needed for
Reject Queue component because only the process that is at
the output of the queue is always removed. Thus, the Reject
Queue component was simplified to always extract the 1st
process only.

IV. VERIFICATION

The proposed RED scheduler was described using
SystemVerilog language. This language was used to verify the
proposed solution in simulations as well. These simulations
are based on Universal Verification Methodology in principle,
but only using the SystemVerilog language without any UVM
libraries. One UVM transaction is mapped to 1 instruction,
which takes 2 clock cycles to execute. No UVM agents were
needed for interfacing of DUT (Design Under Test).

We created one test procedure can randomly generate
instructions for DUT input and one predictor that is predicting
expected outputs of DUT. The expected outputs provided by
predictor ale compared to the real output of DUT and the
comparison results are written to scoreboard.

Our test procedure generates millions of instructions
consisting of fixed instruction opcodes and process IDs but
random process deadlines, worst-case execution times and real
execution times.

The predictor generates expected outputs of the DUT
according to the instructions sent to DUT input. The predictor
logic is described in a pure sequential manner (same as a
software) using much higher level of abstraction as well. For
example, our predictor adopts existing SystemVerilog
keyword called queue and a built-in function for processes
sorting called sort().

Correct behavior of the proposed solution was verified by
several millions of test cycles, each consisting of 1000
instructions. One half is schedule process and the second half
is kill_process. Full capacities of the Ready Queue and Reject
Queue were tested. The DUT output and expected output from
predictor were the same for 100% of used instructions.
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V. SYNTHESIS RESULTS

The proposed RED scheduler and original EDF scheduler
were both synthesized into TSMC 28nm high performance
mobile (HPM) technology using Cadence Genus. A clock
frequency of 500 MHz and the power supply of 0.9 V were
used for the synthesis. The static timing analysis report
contained no negative setup slack after the synthesis.

The chip area costs of the EDF scheduler and RED
scheduler are presented in Table I. The Maximum Number of
Processes column defines the maximum number of processes
supported by the synthesized scheduler, which is equal to the
Ready Queue size. The chip area cost of EDF scheduler and
RED scheduler are presented in column EDF Chip Area and
RED Chip Area, respectively. Table I also shows a relative
overhead (in column Overhead), which represents a relative
increase of chip area cost caused by extending the EDF
scheduler into RED scheduler.

Both schedulers use the minimum required process ID bit
width, e.g. 3 for 8 processes or 5 for 32 processes. The
obtained results show that the RED scheduler has notably
higher chip area cost, which is caused by the fact that the RED
scheduler implements significantly more complex algorithm.

TABLE L.
CHIP AREA COST OF EDF AND RED
WITH VARIOUS MAXIMUM NUMBER OF PROCESSES

Naximum | EpF [Chig Area | RED Chip Area| o o,

Processes Hm’] [um?]
8 1702 13214 +676,38%
16 3637 28531 +684,47%
24 5079 50218 +739,91%
32 9085 69389 +663,78%
40 13307 92389 +504,29%
48 19387 108522 +450,77%
56 26787 130421 +386,88%
64 33340 146146 +338,35%

The power consumption results are presented in Table II.
These results represent the total power consumption that
consists of the leakage and dynamic power. The dynamic
power consumption was calculated using an average toggle
rate of every bit in the chip, which is not very precise metric
because the real power consumption would depend a lot on the
frequency and order of coprocessor instruction calls. However,
the same test case with the same toggle rate of bits was
applied for both, EDF and RED schedulers. Therefore, the
comparison is still valid and relevant. As one can see from the
table, these power consumption results are proportionally
similar to the increase of chip area cost that was already
presented in Table I. The dependency between the chip area
results and power consumption results is apparently linear.



TABLE II.
POWER CONSUMPTION OF EDF AND RED
WITH VARIOUS MAXIMUM NUMBER OF PROCESSES

Maximum EDF Power RED Power

Number of Consumption | Consumption Overhead

Processes [UW] [UW]
8 2044 12121 +493,00%
16 3809 25913 +580,31%
24 6356 43373 +582,39%
32 9881 66559 +573,61%
40 14711 77434 +426,37%
48 20693 93948 +354,01%
56 28263 115748 +309,54%
64 36535 124162 +239,84%

The overall comparison of the EDF and the novel RED
schedulers is presented in Table III. The support of all types of
processes and their combinations in one scheduler is provided
at a cost of higher chip area and power consumption.

TABLE III.
COMPARISON OF EDF AND RED SCHEDULERS

Selected Scheduler

Criterion
EDF RED
Chip area A (4.38-8.40)x A
Power P (3.40-5.82) x P

Execution time 2 clock cycles 2 clock cycles

Hard RT processes yes yes
Soft RT processes no yes
Non-RT processes yes yes

Mixed-criticality
supported

no yes

The presented results showed that the proposed RED
scheduler requires from three to five times higher chip area
than the EDF scheduler. On the other hand, the RED scheduler
is much more robust since supporting of hard RT processes
and soft RT processes is provided simultaneously.

Both schedulers perform their operations in the same
constant time, which is only 2 clock cycles. Thus, the latency
and throughput remain unchanged. The presented schedulers
can be applied for periodic and sporadic processes the same
way as for the aperiodic processes.

VI. FUTURE IMPROVEMENTS

The RED scheduler was optimized for RT systems that are
using single-core CPUs only. However, the scheduler can be
extended to support two or four CPU cores simultaneously by
applying the same approaches that were already used for EDF
based schedulers [9-12].

Further improvements can be achieved by adding
hardware-accelerated management of periodic processes (i.e.
automatic rescheduling of periodic processes after each
period), inter-process communication and  process
synchronization.

Additionally, an optimization of the scheduler in order to
make it more scalable with respect to the maximum number of
processes would be beneficial too, especially with focus on
increasing the maximum clock frequency of the design.

VII. CONCLUSION

We proposed a new process scheduler that performs RED
scheduling algorithm and is implemented on chip. The
proposed scheduler is suitable for robust mixed-criticality RT
systems due to the ability to distinguish between various types
of processes, including their priority and deadlines. The
proposed solution used an approach of reusing and extending
of existing EDF schedulers. The Ready Queue as well as the
Reject Queue (i.e. both queues) is implemented using an
existing sorting architecture called Shift Registers. Both
queues perform an operation of process insertion or process
removal in constant time (1 clock cycle) regardless of number
of processes used in the system. The RED algorithm extended
the EDF algorithm with two features: rejection of process and
reclaiming of process reclaiming. These features are combined
with a possibility to use various types of processes and various
criticality levels.

The RED scheduler correctly and efficiently handles any
combination of safety-critical hard RT processes, high-priority
soft RT processes, medium-priority soft RT processes, low-
priority soft RT processes and non-RT processes. This means
that all safety-critical hard RT processes meet their deadlines,
and as many as possible soft RT processes meet their
deadlines, considering the priority within the soft RT
processes as well. Therefore, the proposed RED scheduler is
very suitable for mixed-criticality RT systems.

The RED scheduler is providing 1024 priority levels for
the non-RT processes and 4 criticality levels for the RT
processes. The 4 criticality levels are dividing RT processes to
the abovementioned hard RT, high-priority soft RT, medium-
priority soft RT and low-priority soft RT processes. Thus,
there are 1028 levels of criticality in total (1024 + 4). The
priority level, type of task, deadline value and worst-case
execution time are provided from system (CPU + operating
system + user) to the proposed scheduler via coprocessor
interface.

The proposed solution is consuming higher, but still
acceptable resource costs, (i.e. chip area and power
consumption) which are scaling still linearly with growing
maximum number of processes. If we compare the proposed
solution to existing solutions implemented in software, the
ASIC implementation is able to execute instructions
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(schedule_process and kill_process) in constant time (2 clock
cycles) and with dramatically higher throughput. Thanks to
that, the system using the proposed RED scheduler would be
much more efficient and deterministic, resulting in lower
amount of processes missing their deadlines, especially if they
are high-criticality processes. The ASIC-implemented
scheduler causes CPUs to waste minimum possible time for
scheduling and to focus only on execution of the scheduled
processes instead.

The proposed process scheduler is not intended to fully
replace existing software implementations of kernels. Instead
of that, it is supposed to be combined with existing software-
implemented operating systems in a reasonable way.
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Abstract—In many applications it is crucial to design reliable
and efficient analog readout circuits for micro-electromechanical
(MEMS) capacitive sensors. In this paper, we describe the
switched-capacitor, open-loop, capacitive-sensing readout circuit,
which was designed and manufactured in 0.18 pm technology.
Non-standard application of a fully differential amplifier
structure is also presented. The post-layout simulation results are
described to show the proper operation of the circuit. They show
that with the proper symmetrical design of the differential signal
path the output offset voltage can be kept at acceptable level.

Keywords—switched-capacitor  circuit, fully-differential
amplifier, MEMS accelerometer, capacitive sensing

[. INTRODUCTION

Intelligent systems for detection and monitoring of balance
disorders have recently gained a lot of interest [1]. The most
popular solutions are based on multiple sensing devices that are
put on patient’s body and allow continuous tracking of the
patient’s movement [2]. The data from sensors is wirelessly
transmitted to the central database and can be subsequently
used for diagnosis by a human doctor or artificial intelligence.

Such a system is currently being developed within the
frame of “InnoReh” (Innovative Rehabilitation) project [3].
One of the crucial parts of the sensing device is the capacitive
MEMS accelerometer with analog sensing interface. Several
parts of the system have already been described in literature
[4][5]. In this paper, we concentrate on custom solutions used
for the design of the analog readout circuit (ARC), which is a
switched-capacitor, open-loop interface circuit. Its main goal is
to convert the MEMS capacitance to a digital signal. The block
diagram of the ARC is shown in Fig. 1 and the corresponding
layout is presented in Fig. 5.
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Fig. 1. Block diagram of the designed readout circuit

The MCC block is responsible for mismatch compensation,
i.e., the difference in two MEMS capacitances which may
occur after MEMS production. The MCC uses a well-known
solution of digitally-programmable capacitance ladder [6] with
8 bits. It allows compensating for as much as 10 % of the total
MEMS capacitance.

The design of the amplifiers is also based on common
designs [ref]. The first amplifier has constant gain and is fully
differential while the second has programmable gain one
converts the differential signal to single-ended signal. The
amplified signal is then sampled by the 10-bit successive-
approximation analog-to-digital converter (ADC), operating at
800 kHz. The digital control circuit (DCC) enables dynamic
configuration of circuit parameters (clock frequencies, gain
settings, etc.) and controlling the ADC.

II. CAPACITANCE-TO-VOLTAGE CONVERTER

In this section, we will describe the most important part of
the ARC, namely the capacitance-to-voltage converter (C2V,
see Fig. 2). The role of the C2V circuit is to produce the output
voltage proportional to the difference in MEMS capacitances
AC. In the first phase @), the switches S1, S3 and S4 are
closed, which enables charging the MEMS capacitors Cs; and
Cgq. In the second phase ®», the charge from top and bottom
MEMS capacitors flows to capacitors Ci; and Ci, respectively.
The I, block is a fully differential op-amp, which works as an
integrator. The integrator’s output is then equal to the
difference of voltages on the Ci; and Ci; capacitors, which is
basically equivalent to being proportional to the difference
between Cs; and Cg. The circuit is based on pseudo-differential
operation: the voltage is applied to the middle node of the
MEMS accelerometer and the signal between the other two
nodes is measured. Therefore, the problem of the common-
mode shift had to be prevented by implementing a common-
mode feedback amplifier Iomp and capacitors Cpi and Chy.
Another potential issue is that the offset voltage of the I,
amplifier can potentially influence its output. It was mitigated
by using a correlated double sampling technique [7] using the
switches S6, S7, S8 and S9 with capacitors Cegs1 and Cegsz. In
the Fig. 2 the parasitic capacitances between the MEMS and
ARC were also shown. The impact of these parasitics is
discussed in section IV.
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Fig. 2. Design of the capacitance-to-voltage (C2V) converter
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III. CustoM FULLY DIFFERENTIAL OP-AMP DESIGN

The readout circuit uses a fully differential signal flow for
possibly highest processing quality. The most complex parts of
the designed differential signal path are fully differential (FD)
operational amplifiers (op-amps). They all are based on the
same topology, however the particular instances are
individually tuned according to their place in the signal path
and the parameters of processed signals. The CMOS design
process selected for implementation of the readout circuitry
was XFAB’s xp018 technology, as it provides an analog
component library. However, this library comprises only
single-ended op-amps. Fully-custom design of a complex block
like a FD op-amp is a risky task, consequently in the first
design, library-based single-ended op-amps simulations have
shown that such an approach results are not satisfying so the
second design attempt involved a fully-custom FD op-amp.

Several various FD op-amps have been analyzed and
simulated in search for the one (or more) topology properly
serving its task for expected amplitude and speed parameters of
its input signals. One part of typical FD op-amps not present in
single ended op-amps is CMFB (common mode feedback)
circuitry used for assuring proper level of common voltage at
the FD op-amp outputs. Even though such property of FD op-
amps makes it possible to set this common voltage to desired
value, it also requires additional circuitry for sensing output
voltages and re-biasing of the FD op-amp. Thus, internal
feedback is present in FD op-amps, making their design even
more complicated. At first, continuous time (CT) CMFB
circuits were taken into account but as tests progressed and the
signal-path vision matured, discrete time (DT) CMFB circuits
were also taken into account. One common solution is to use a
structure that uses resistor divider to produce average
(common) output voltage for FD op-amps, which in turn is
used by a control op-amp. Presence of DC current path
between outputs is one of main drawback, here. Various
resistorless CMFB structures provide better operation quality,
as presented in [8]. A few selected resistorless CMFB
structures tested [9][10]. One stage differential pair based
CMFB circuits like one used in [9] were found to offer
inadequate signal processing quality. Two stage op-amp based
structures like used in [10] fulfill requirements of the designed
FD op-amp, though more complex solutions offering higher
signal processing quality have also been proposed [11].

As mentioned before, when works on the FD op-amp
substantially progressed, it was found that DT CMFB circuits
could be used, which further improves the FD op-amp speed
parameters. Various types of such structures have already been
proposed. While some of them use mixed approach that uses
both continuous time and discrete-time subcircuits [12], most
promising ones are the simplest switched-capacitor structures
consisting only of switches (NMOS or CMOS transmission
gates) and capacitors, as reported in [13]. DT CMFB structure
finally used in the design is presented in Fig. 2. Some papers
proposed one stage folded-cascode op-amps suitable for our
design [14]. The analysis of such op-amp architectures it was
unfortunately found that one stage op-amps are not applicable
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in our case. The reason is that, in general, one stage op-amps
can be treated as OTAs (Operational Transimpedance
Amplifiers). In such structures, any current path connected to
their outputs disrupts the OTA operation. In our case outputs of
the required op-amp work with capacitive loads, which just
makes settling times too long.

Therefore, various topologies of two stage op-amps have
been tested. First, two-stage folded-cascode FD op-amps were
extensively tested and it was found that CMFB control loops
that drives first stage of such op-amp s is too slow and
unstable. CMFB control circuits used for driving the second
stage of the designed op-amps show promising behavior worth
deeper insight. Further tests of two stage folded-cascode FD
op-amps, involving use of Monte Carlo and corner simulations,
have shown that overall operation quality strongly depends on
process-based mismatches between devices used in the first
stage of such op-amps. This effect occurs because the first
cascode-based stage has high voltage gain and the CMFB loop
is unable to control this stage of op-amp due to speed
limitations. FD op-amps with classic structure of their first
stage have been found more promising for our design. It
usually has lower voltage gain, which is compensated by
higher voltage gain of the second stage. Because the second
stage of such FD op-amps can be controlled by the CMFB
circuit loop, operation of such op-amps in presence of device
mismatches in their first stage can be retained. One remaining
problem with discussed classic FD op-amp topologies has been
caused by the supply voltage equal 5 V. Such high value was
selected for the ADC maximum resolution and precision sake.
It was found that such high supply voltage causes high current
flows output stages of simulated DT op-amps. Current flowing
through output stage transistors in absence of any loads were
reaching up to several milliamperes, which was unacceptable.
A sufficient reduction of these cross-currents by transistor
resizing was impossible. Therefore, the problem was solved by
the implementation of cross-current limiting structures in the
first stage of the designed amplifier, like proposed in [15].
Final schematic of the FD op-amp obtained this way is
presented in Fig. 3.

Studies of topologies used in readout systems of MEMS
generated signals showed application of a two stage FD op-
amp utilizing a specialized first stage, as shown in Fig. 4 [13].
Internal positive feedback is used in this stage for lowering
common mode voltage gain, which potentially simplifies
common mode output voltage control and topology of CMFB
circuitry used for providing such control means. This specific
FD op-amp is optimized for low and ultra-low supply voltage
applications. There are reported applications of such or similar
op-amps for 1 V supply applications [13][16], even for 0.8 V or
0.6 V [17] supply voltages. Even though there are different
applications of internal positive feedback into FD op-amps,
utilizing both NMOS and PMOS differential pairs, there seems
no analysis or remark on operation of this kind of FD op-amp
input stages in much higher supply voltages. Adaptations of
internal positive feedback for FD op-amps designed for
operation with higher supply voltage are focused rather on
topology improvement, like cascode FD op-amps [18].
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The insight into topology of the FD op-amp presented in
Fig. 4 and its subsequent simulations have shown that such FD
op-amps with properly resized transistors can successfully
operate with substantially higher supply voltages. Apart from
retaining its operation, FD op-amp of Fig. 4 provides additional
asset: internal positive feedback structure built into the first
stage of this op-amp efficiently limits crosscurrents in its
output stages. This effect is achieved by keeping gate-source
voltages of relevant MOS transistors only weakly dependent on
supply voltage values. Thus, the control of output stage
crosscurrents is obtained with no additional circuitry as
opposed to FD op-amp shown in Fig. 3.
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Fig. 5. Designed chip layout manufactured in 0.18 um technology. The inside
of the chip is not shown because of pending patent.

Most probably, the design and application of FD op-amps
with internal positive feedback for systems with very low
supply voltages made the crosscurrent limiting effect to be
missed in its typical applications because low crosscurrents are
expected in such systems.

IV. POST-LAYOUT SIMULATIONS

The final designed chip consists of three separate readout
blocks (one for each axis of the accelerometer). The layout of
the readout circuit is presented in Fig. 5 while its properties are
summarized in Table I. It is worth mentioning that the layout of
the differential part of the circuit had to be almost perfectly
symmetrical to reduce the impact of parasitic capacitances.
Fig. 6 illustrates the operation of one readout block. The
topmost signal is the voltage at ADC input as shown in Fig. 1.

TABLE L.
SUMMARY OF LAYOUT PARAMETERS
Chip layout parameters
Process CMOS 180 nm | No. of I/O pads 25
Core area 9 mm? No. of power pads 24
Supply  voltage
(digital part) 1.8V No. of test pads 21
Supply  voltage .
(analog part) 5V Pad pitch 120 pm/ 90 pm
Power dissipation <10 mW Pad size 57 um /70 pm
Package FOQ 80
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Fig. 6. Simulation results of the entire chip layout. Linearly decreasing acceleration is provided as input.

This signal represents the capacitance change of the MEMS
sensor, converted to voltage by C2V circuit and amplified by
AMP1 and AMP2 circuits. In the simulations, linearly
decreasing acceleration was provided as input and, therefore,
the ADC input signal is also linearly decreasing. Note that the
signal contains many glitches, however it is perfectly normal in
switched-capacitor circuits, as long as the voltage levels is
correct during sampling by the ADC. The second signal shows
the moments when conversion is initiated and the third signal
depicts the ADC output. For better visualization, it was decided
to plot the ouput converted by the ideal DAC (the bottommost
signal). The conversion process can be then clearly seen.
Moreover, the subsequent voltage levels decrease linearly, as
expected for the provided input. Therefore, the obtained results
show that the circuit functions correctly. One potential issue is
the offset voltage: ideally it should be zero, however in the
observed output it is equal to about 0.3 V (for a ADC range of
0-4 V). Although the offset does not cause the saturation of the
output, it suggests that the chip should be calibrated before use
or the offset should be trimmed using the designed MCC block.
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Fig. 7. MEMS and ASIC structures provided as dies.
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It also proves that even when the chip layout is very
symetrically designed, the parasitic capacitances of the pads
and metal interconnections can still cause significant offset in
the ADC output.

V. MANUFACTURING AND MEASUREMENT PREPARATION

The MEMS and ASIC have been manufactured and
provided to the design team. Both these structures are available
as silicon dies for self-made packaging procedures (Fig. 7) or
bonded in QFN100 packages. A portion of MEMS and ASIC
structures is placed in separate packages, while another bunch
of MEMS and ASIC sets is placed and bonded together inside
same enclosures (Fig. 8).

Due to input configuration of the ASIC, it is possible to
analyze operation of both the ASIC alone and the ASIC driven
by the MEMS. The designed ASIC is equipped with a test
output that provides input voltage of the internal ADC for
external examination, and it has been found fully operational.
Owing to this feature it is possible to trace and distinguish
operation quality issues of the MEMS structure, analog part of
the ASIC and digital part of the ASIC. To exploit this
possibility, set of PCB boards has been designed and
manufactured, making it possible to measure all manufactured
versions of packaged MEMS and ASIC structures, as well as
unpackaged MEMS and ASIC dies (Fig. 9).
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Fig. 9. Designed and manufactured versions of test PCB boards.

Details of the MEMS specimen bonding to one of PCB
boards of Fig. 9 is presented in Fig. 10. Complex set of
measurements is planned for the manufactured structures and
accompanying PCB boards. Tests of the analog part of the
ASIC are among the most important ones to be conducted.

Fig. 10. Details of the MEMS specimen to PCB board bonding.

VI. CONCLUSIONS

The readout circuit for capacitive sensors has been
designed and manufactured. Although the analog blocks are
based on designs found in literature, the important novelty
presented in this paper is their combination and application of
a low-voltage positive feedback op-amp topology as cross-
current control. The post-layout simulations prove that the
circuit operates correctly and emphasize the importance of
symmetry in the design of the differential parts of the circuit to
reduce the impact of parasitics. With a carefully realized
symmetrical design we were able to reduce the output offset
voltage to an acceptable value of 0.3 V.

Tests of the manufactured and already received MEMS
and ASIC structures will prove correctness of presented design
principles and solutions.
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Abstract—This paper presents results and conclusions derived
from simulations of tens structures of Parallel Prefix Adders
considering over a dozen activity scenarios of input vector
changes. Based on extended power model of static CMOS gates
accurate analysis is done, thanks to the fact, that the model take
into consideration changes of input vectors, not only switching
activity of signals. Various structures of PG tree have been
examined: regular, non-regular, with grey cells only, with both
grey and black and with higher valency cells. Obtained results
shows that some structures are better for some kind of summed
data, but general remarks for adders design can be derived.

Keywords—power consumption, low-power design, parallel
prefix adders,integrated circuits, CMOS technology

I.  INTRODUCTION

Power consumption is still important issue in design of
integrated circuits. But achievement of reduction needs more
effort, detailed analysis and specialist tools. It is not enough to
take into consideration general conditions of a circuit work.
Efficient reduction of power consumption needs to individual
consideration of work conditions of designed circuit.

Arithmetic circuits (for example adders, multipliers etc.)
are very important because they are essential part of
microcontrollers and other data processing systems. In many
cases, they work with specific and known data. So some
properties of the data can be well defined. And there is a
temptation to design circuits especially for specific kind of
data.

One of the fastest adders is Parallel Prefix Adders (PPA).
They are well described in many papers [1], [2], [3]. Numerous
works concern these adders in aspect of power or area
reduction and speed improvement. In papers [4] and [5] authors
deal with parallel prefix adders in the aspect of power
dissipation reduction, but they use traditional power model
with switching activity factor for description of a circuit
activity. In [6] and [7] authors analyzed power dissipation of
adders using extended power model of CMOS circuits. The
model taking into account probability of input vector changes,
so it is independent of spatial and temporal correlation between
inputs signals.

In the next section parallel, prefix adders are shortly
described. Section III describes extended power model of static
CMOS gates used in this study. In the next section blocks

This work has been supported by AGH University of Science
and Technology under subvention funds (no. 16.16.230.434).

needed to build various adders are described. Section V
contains description of input data for adders simulations.
Section VI presents description of tested adders and results of
simulations. Finally conclusions and remarks are given.

II. PARALLEL PREFIX ADDERS

Multi-bit binary addition, besides cascading of 1-bit full
adders, can be realized as a parallel prefix operation. At the
beginning, for a full adder, we remind definition of signals,
used to describe this operation: generate (G), propagate (P),
and kill (K) signals. The adder generates a carry when G,y is 1
independent of C;,; G = A - B, where 4 and B are inputs. The
adder kills a carry when C,, is 0 independent of C;,: K = A -
B = A+ B. The adder propagates a carry: it produces a carry-
out if and only if it receives a carry-in. It occurs when exactly
one input is 1: P = A@B. The same meaning of these signals
are for a group spanning bits i...J, inclusive. So now the signals
can be defined recursively for i > k > j as follows:

Gi.j = Gy + Py * Gy

1
Pi.j = Py * Prayj 1
with the base case:
Gy =G = A;* By
: 2
Py =P =A,@®B; @

and G, P; are bitwise generate and propagate signals. Observe,
that carry-out at i-th position Gyyr; is equal to group
generation G;.,. Hence, group generate signals and carries can
be used synonymously. Finally sum for bit i can be calculated:

S; = P®G 1 - 3)

Thus, addition can be described as three-step operation:
precomputation (calculation of bitwise G, P;), prefix calcu-
lation (PG block, PG tree), and postcomputation (summation
S;) [8]. This second step (prefix calculation) is the main point
of our interests in the context of power consumption.

When considering parallel prefix adders the PG block is
usually drawn as a graph using black and grey cells. Their
meaning is presented in Fig. 1 and they realize operations
described by (1). This is a case when the cells are valency-2. It
combines pairs of smaller groups.
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Fig. 1. The valency-2 black and grey cells of PG block.

There is possible to define higher valency PG block, which
demands more complex gates, but can results in reduction of
stages. and for example PG block of valency-4 is described as
follows:

Gi.j = Gy + P Groqq + Pige Prer Gram +
+Pi:k 'Pk-lzl 'Pl-l:m 'Gm-l:j
Pi:j = Pi:k 'Pk-l:j 'Pl—l:m 'Pm-l:j

, “)

for i 2k >1>m>j. The generate signal can be realized by
AND-OR gate, what is described by:

Gi:j = Gi:k + Py '(Gk-lzl + Praa '(Gl-l:m + Prim 'Gm-lzj))' (5)

The symbol of the cell and schematic corresponding to (4) is
presented in Fig. 2.

ik k=11 |-ttm m-1; Py Gij

Plt:m T
it Gm71 i 1T
P13 Pi

Fig. 2. The valency-4 black cell of PG block [8].

Using black and grey cells diagram of PG block, which
represent almost final schematic (except buffers used for delay
balancing), can be easy drawn for different adders. For instance
Fig. 3 shows PG diagram of Sklansky 8-bit adder. Axes
presents number of: levels — vertical, bits — horizontal.

inputs

levels

outputs
Fig. 3. The PG diagram of Sklansky 8-bit adder

Some authors do not distinguish color of cells, because it is
easy to determine, which cells should gray and which black. If
a cell is preceded by others, not including the first input (LSB),

then propagation signal must be calculated in such cell, so it is
black [1]. But others use more compound marks describing
propagation block, giving more information [9].

III. EXTENDED POWER MODEL OF STATIC CMOS GATES

Power dissipation model of gates used in this work, take
advantage of information about changes of vector of a circuit
primary input. So it is extended against to traditional one,
usually found in literature, which uses switching activity and
constant nodal capacitance. However detailed analysis of
CMOS gates behavior shows that power dissipation depends
on reason of the gate switching. It means that changes of whole
input vectors should be considered as activity measure, not
independent input signals as in traditional model. So, new
model of energy consumed by static CMOS gates was
introduced [10]. The model consists of capacitors representing
amount of consumed energy as a function of a gate switching
reason called gate driving way (Fig. 4). Capacitors represent
equivalent capacitance, which are calculated from current
flowing directly from supply source or through previous gates
for each possible change of input vectors. So the values depend
on the gate driving way.

Vg

in_B o= i out

in_Ao
: Cing

Clint |

Fig. 4. Power dissipation model of NAND with equivalent capacitance.

In traditional model is supposed that in CMOS gates energy
is consumed only during switching, but in fact power
consumption occurs even when gate output state is stable but
input vector changes. So, all possible input vectors changes are
essential. The table in Fig. 5 shows all driving ways for 2-input
gate. Arrows denote change of input signals — rising or falling
edges. Thus it is the second component of the model —
probability of a gate driving way.

next input vector

Vit 1) 56 | 91 | 10 | 11

00 00 ot | 10| ™
01 ol o1 | |11
10 0 [ It |10 | 17

present mput
vector
11 1| )11
gate driving wavs , no changes
changes of gate inputs

Fig. 5. All possible changes of vectors for 2-input gate — driving ways.

Parameters of the model — equivalent capacitance — are
calculated based on simulation results of current flowing
through the gate terminals. Thus, each gate is characterized by
set of tables (for each input and supply). But considering
dependencies in a circuit all values can be summed giving one
table with total equivalent capacitance for the gate.
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A probability of a gate driving way is treated as
contribution factor of particular equivalent capacitance in the
total power dissipation of whole circuit. Therefore, following
equation characterizes the model:

CT_equ(g) = Zdwg Ct_equ (de) ) p(de), (6)

where: Creu is total equivalent capacitance of gate g,
i equ(dwy) 1s all equivalent capacitance value regarding terminal
X for driving way dw,, and p(dw,) is driving way probability.

Obviously probability of driving way for circuit primary
inputs has to be known, as activity measure of a circuit. Next,
basing on circuit simulations or calculation methods driving
ways for all gates in the circuit can be calculated.

IV. ADDERS BUILDING BLOCKS
A. Cells

Directly from previously presented equations (1), (4), and
(5) flows the use of complex gate AND-OR and gate AND to
realize PG block of an adder. But from other hand, static
CMOS technology naturally utilizes gates with negation, e.g.:
NOT, NAND, etc. Hence we have complex gates AND-OR-
INVERT and OR-AND-INVERT, which be used alternately to
avoid additional inverters. It can be done, because a rule
similar to de’Morgan’s laws works for the complex gates:

A0I(x,) = 0AI(x)

— . @)

0Al(x,) = AOI(Xx,)
It means that negation of function AOI is function OAI
performed for negated variables and vice versa, negation of
OAI is AOI of negated variables.

In this work we are focused on the PG block and its power
consumption. But the first stage of the parallel prefix adder
computing bitwise generate and propagate signals (2) needs
AND and EX-OR gates. And the third stage, calculating final
sum, needs EX-OR gate. In static CMOS we can use NAND
gate and complex gates according to (7), but design of EX-OR
gate is quite problematic. So it can be realized as serial

connection of NOR and AOI gates (y =a + b + a - b). In this
work the first and the last stage of all adders were the same,
and we consider various structures of the prefix computation
block (PG), and assess their power consumption.

In order to design various PG blocks a set of gates was
designed in such way that allows easy and fast creation of the
final adders layouts. All designed cells have the same high, so
they can be used as standard cells. Supply lines (vdd, gnd) are
matched to each other. Inputs and an output are made with
metal 3 for easy further connections. Internal connections are
made with metal 1 and occasionally metal 2. Generally 15
gates were designed: NOT, 2-, 3-, and 4-input NAND and
NOR, and complex gates described in Table I. The high of
cells is 5.24 pm; their width is in fourth column of the table (in
um). Layouts of cells were designed using Cadence Virtuoso in
UMC 180 nm CMOS technology. Minimum dimensions of
transistors were used, except width of PMOS transistors, which
was increased by factor 4.74. Two exemplary layouts of cells
are presented in Fig. 6.
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TABLE 1.
COMPLEX GATES DESIGNED FOR ADDERS CREATION

Cell Name Function ¥:$s$f L":,?;tlll:
AOI21 y=a+hc 6 3.48
AOI2111 y=a+b(ctde) 10 5.20
AOI211111 y=a+tb{c+td(e+fg) 14 6.92
AOR1IIIIIL| y=a+bh{c+d(e+f(g+hv) | 18 8.64
OAI21 y=a-(b+c) 6 3.88
OAI2111 y=a®+c(d+e) 10 5.60
OAI211111 y=a®d+tcdted +9) 14 7.33
OARIIIIIIL |y =a(b+c(d+e(f +g(h+1)))| 18 9.04

ERT
' TTTII R 1]}

gis 5 g =t LS |
BL;M! 5 : ﬁfﬁ

Fig. 6. Layouts of NOT and AOI211111 gates

After functional verification of designed cells, netlists with
parasitic elements (capacitors and resistors) were generated for
further simulations and calculation of equivalent capacitance
for extended power model of gates.

B. Assessment of Power Model Parameters

Extended power model mentioned in Section III needs to
calculate values of equivalent capacitance for all the cells
versus their possible driving ways (6). In order to consider all
possible changes of input vectors suitable input sources were
designed. For N-input gate there are 22V changes of the input
vectors — driving ways. So for gates with more inputs
simulations can take some time. Time of input signals edge
(rising and falling) were chosen in such way that quasi-short
power was not occurred. Moreover, we can assume that for
180 nm technology static losses can be neglected. Thus, values
of equivalent capacitance corresponding with all terminals of a
gate were calculated and next summed appropriately, because
we are interested in total power dissipation of a circuit.
Obviously, it is possible to consider all component of power
dissipation separately e.g. input, internal etc. Obtained results
are collected in tables. But numbers collected in tables are
difficult to analysis, but are useful for simulation programs.
Therefore, assessment results of bigger gates can be presented
as color map in graphs. All equivalent capacitances (for inputs,
output and the total, refer to Fig. 4) for AOI21 gate is shown in
Fig. 7. And Fig. 8 shows the total equivalent capacitance for
AOI2111 gate.
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Fig. 7. Equivalent capacitances of AOI21 gate shown as colour maps.



Total Equiv. Cap. of AOI2111 gate
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Fig. 8. Total equivalent capacitance of AOI2111 gate [{F].

Analysing above graph areas with lower (blue) or higher
(brown/red) values can be noticed. They are placed accordingly
to the output logic state of the gate. In case of AOI2111, for
vectors from 0 to 10 the output state is logic “1” and “0” for the
rest. For vectors switching the output from zero to one the
equivalent capacitance takes larger values (top left). Opposite
changes gives lower values. Moreover, it is visible, that such
input vectors changes, which not affect the gate output cause
power consumption too. And values of equivalent capacitance
are lower than previously, but not zero (bottom left and top right).

V. TEST VECTORS PREPARATION

Power consumption in CMOS static circuits strongly
depends on activity profile of input signals. Extended model of
power consumption presented in Section III utilizes probability
of input vector changes (gate driving way) as a circuit activity
measure. Thus for adders examination some distributions of
input vector changes are needed. Obviously, the easiest case is
uniform distribution and it can be used as general or reference
one. On the other hand random distribution gives similar
results. But adders in many cases work with specific kind of
data. In this work 27 distributions of input vector changes were
prepared based on assumed values of added numbers. The
following scenarios of dependencies between summed data
were considered. At the beginning two series (S;, S;) of
disjoint numbers were randomly generated (20000 vectors for
4-bit adder and it was doubled increasing the number of bits
by 1). The first series included numbers from 0 to half of the
range (0+-0.5-2N-1) and the second included values from half of
the range to the end (0.5-2N-1+2N-1), assuming N-bit adder
(Fig. 9). Histograms for these series (4-bit) are shown in Fig. 10.
Next, consecutive numbers were merged into one 2N-number,
using all possible combinations: A=S;, B=S,; A=S,, B=Sj;
A=S;, B=S; and A=S,, B=S,, giving four scenarios of input
vectors distributions. Finally, for the first case the distribution
of 8-bit (merged) vector changes is presented in Fig. 11.
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Fig. 9. Exemplary series of disjoint numbers for 4-bit adders (frag.).
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Fig. 10. Histograms of disjoint series S, (left) and S, (right) for 4-bit adder.
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Fig. 11. The distribution of merged (series S, and S,) vector changes.

Next four cases were obtained in similar way but series of
disjoint vectors were generated each time. Another four
distributions were created assuming small overlap of numbers,
e.g. S1=[0+60% max], S;=[40% max+max] and series were
generated each time. Finally 12 distributions were obtained.

Moreover another one scenario was considered — addition
of sinusoidal waveforms. Fifteen cases were considered. The
final distribution of the first one, merged sin(t) and sin(2-t)
with maximum amplitude is presented in Fig. 12. All
considered cases of sinus waveforms addition are described in
Table II using simplified equation.

When specified data is added some vectors are absent at an
adder input. Such situation take pale is cases described above
and can be seen in figures presented distribution of vector
changes (Fig. 11, Fig. 12).
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Fig. 12. Distribution of vector changes for two sinus waveforms (1% case).
TABLE II.
DESCRIPTION OF VETORS CHANGES DISTRIBUTIONS
Name Simplified Equation Name Simplified Equation

dist_sinl sin(t) + sin(2¢t) dist_sin9 | sin(t) + 0.5¢sin(t-0.12)
dist_sin2 sin(t) + sin(3+t) dist sinl0 | sin(t) + sin(t+0.12)
dist_sin3 sin(t) + 0.5¢sin(2¢t) dist_sinl1 sin(t) + cos(t)
dist_sin4 sin(t) + 0.5¢sin(3+t) dist_sinl2 sin(t) + cos(2+t)
dist_sin5 0.5esin(t) + sin(2¢t) dist_sinl3 sin(t) + cos(3+t)
dist_sin6 sin(t) + 0.2¢sin(t) dist_sinl4 sin(t) + 0.5+cos(t)
dist_sin7 sin(t) + sin(t-0.12) dist_sinl5 | sin(t) + 0.5¢cos(2°t)
dist_sin8| 0.5+sin(t) + 0.5+sin(t-0.12)
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VI. TESTS

A. Circuits Under Test

Using building blocks described in Section IV as much as
possible adders were created. At the beginning only 4-, 5- and
6-bit circuits were considered. In parallel prefix adders the first
stage (bitwise propagation and generation) and the third (final
summation) can be realized in a few ways but realization of the
second part (carry propagation) gives many possibilities. Thus
in this paper main focus is put on the PG block and its power
consumption. According to theory presented in Section II for
simplification dashed diagram represents structure of PG block
(see Fig. 3). So, for tests as much as possible such structures
were created. Appropriate diagrams are shown in Fig. 13 (4-bit
adders), Fig. 14 (5-bit adders), Fig. 15 (6-bit adders with gray
cells only), and Fig. 16 (6-bit adders with gray and black cells).
They are consequently named, and “xp” means x-level block

and letter “c” means, that in the structure black cells were used.

Considering these diagrams we can see realizations with
various number of levels, gray and black cells with valency
from 2 up to 5 (so, no 1-level 6-bit adder). Some structures are
regular and others no. And we can find structures described in
literature (e.g. in [1]).

sumdb_1p1 sumdb_2p2 sum4b_2p3 sumdb_2pdc
© ° 3 '3 /
e 21 $1 £1 /
o2 o2 o o2
I3 2 1 0 3 2 1 0 3 2 1 0 3 2 1 0
inputs inputs inputs inputs
sumdb_2p5c sumdb_2péc o sumdb_3p7 o sumdb_3p8c
) ) // @9 Xl
[ o [ [
21 21 / 2 g /
o2 o2 22 D 2
3 3
3 2 1 0 3 2 1 0 3 2 1 0 3 2 1 0
inputs inputs inputs inputs
Fig. 13. Diagrams of PG blocks for 4-bit parallel prefix adder.
sum5b_1p1 sumbb_2p2 sum5b_2p3 sum5b_2p5 sum5b_2p4
2 o @ @ @
$ 21 21 21 21
2 o2 ° o2 o2
4 3 2 1 0 3 2 1 0 4 3 2 1 0 4 3 2 10 4 3 2 10
inputs inputs inputs inputs inputs
sumbb_2p6c sum5b_2p7c sum5b_2p8c sum5b_2p9c sumbb_3p10
2 2 2 @ @4
21 S 1 21 21 E
3 3 3 / 3 32

3 2 1 0 4 3 2 10 4 3 2 1 0 4 3 2 10 4 3 2 10

inputs inputs inputs inputs inputs
sum5b_3p11 sum5b_3p12 sum5b_3p13 sum5b_3p14 sum5b_3p15¢
0 0 0 0
§1 §1 §1 §1 5“/;/' /
22 22 22 22 22
4 3 2 1 0 32 1 0 4 3 2 1 0 4 3 2 10 4 3 2 1 0
inputs inputs inputs inputs inputs
sumbb_3p16c sumbb_3p17¢c sum5b_3p18c sum5b_3p19¢c sum5b_3p20c
gu/' §1 §1 61/ / gw
82 82 82 82 B
4 3 2 1 0 32 1 0 4 3 2 1 0 4 3 2 10 4 3 2 10
inputs inputs inputs inputs inputs
sumbb_3p21c sumbb_3p22¢c sum5b_3p23c sum5b_3p24c sum5b_3p25¢
21 @ 21 21 %/ 21 / /;/4 21
32 32 32 3 3
3 2 1 0 4 3 2 1 0 4 3 2 1 0 4 3 2 1 0 4 3 2 10
inputs inputs. inputs inputs inputs
sum5b_4p26
21
22
23
s o2 1 o0
inputs
Fig. 14. Diagrams of PG blocks for 5-bit parallel prefix adder.
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suméb_2p1 suméb_2p2 suméb_2p3 o suméb_2p4 suméb_2p5
@ @ @ @ @
g g1 21 21 21
2 2 2 2 2
543 210 4 3 2 10 4 32 10 4 3 2 10 4 3 210
inputs inputs inputs inputs. inputs.
suméb_2p6 suméb_2p7 sum6b_2p8 sum6b_3p9 suméb_3p10
@ @ @ 24 21
21 21 21 2 2
KJ 2 2 22 22
43210 43210 43210 43210 543210
inputs inputs inputs inputs. inputs.
suméb_3p11 suméb_3p12 suméb_3p13 suméb_3p14 sumeéb_3p15
21 21 21 21 21
[ o o [ [
B2 82 B2 32 2
5 43210 4.3 210 4.3 210 4.3 210 543210
inputs. inputs inputs inputs. inputs.
suméb_3p16 suméb_3p17 suméb_3p18 sum6b_4p19 sum6b_4p20
31 g g 8! 3!
> > > 52 32
B2 22 22 23 3|
43210 4.3 210 4.3 210 4.3 210 4.3 210
inputs inputs inputs inputs. inputs.
sum6b_4p21 sum6b_4p22 sum6b_4p23 sum6b_4p24 sum6b_5p25
21 o1 o1 o1 o]
22 22 E: 22 22
23 3 3 23 =t
43210 43210 543210 543210 43210
inputs inputs inputs inputs inputs
Fig. 15. Diagrams of PG blocks with only grey cells for 6-bit PPA.
o suméb_2p18c 0 sum6b_2p19¢c o suméb_2p20c 0 sum6b_2p21c
@ @ @ L)
% 1 % 1 % 1 / % 1
54 3 2 10 543 210 543 2 10 543 2 10
inputs inputs inputs inputs
sum6b_2p22c o suméb_2p23c sum6b_2p24c o sum6b_2p25¢c
@ o @ o
g g g’ g
54 3 2 10 543 210 54 3 2 10 54 3 210
inputs inputs inputs. inputs
o sum6b_2p26c 0 suméb_2p27¢c o sum6b_2p28c sum6b_2p29¢c
@ ) @ )
% 1 % 1 % 1 % 1
543 2 10 543 210 54 3 2 10 543 210
inputs. inputs inputs. inputs
0 suméb_2p30c . suméb_2p31c 0 suméb_2p32c suméb_2p34c
@ o @ % ]
% 1 % 1 % 1 %1
54 3 2 10 543 210 543 2 10 543 2 10
inputs inputs inputs inputs
suméb_3p1ic suméb_3p12c sum6b_3p13c suméb_3p14c sum6b_3p15¢c
WOl Yol A W A
32 / 28 o8 32| 32
432 10 43 2 10 43 2 10 43210 43 2 10
inputs inputs inputs inputs inputs
suméb_3p16c sum6b_3p33c o sum6b_3p34c N sum6b_3p35¢c sum6b_3p36¢c
B2 82 K] 82 82|
432 10 432 10 5 43 2 10 432 10 43 2 10
inputs inputs inputs inputs inputs
suméb_3p37¢c sum6b_3p38c sum6b_3p39c sum6b_3p40c suméb_3pd1ic
% 1 § 1 2 |W § 1 2
22 22 32 22 32
4 3 2 10 4 3 2 10 4 3 2 10 4 3 210 4 3210
inputs inputs inputs inputs inputs
suméb_3p42c sum6b_3p43c sum6b_3pddc sum6b_3p45c sum6b_3p46¢c
21 21 1 ﬁ 1 o1
32 32 32 32 32
5 43 210 432 10 43 2 10 432 10 43 2 10
inputs inputs inputs inputs inputs
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Fig. 16. Diagrams of PG blocks with grey and black cells for 6-bit PPA.



B. Results of Power Consumption Estimation

All circuits described in the previous point were simulated
using Matlab environment for distributions of input vectors
changes described in Section V. In total, there were 28 cases:
uniform, 12 with number series and 15 with sinus signals.
Results, the total equivalent capacitance of PG tree for all 100
circuits are collected in Table III, Table IV and Table V for 4-,
5- and 6-bit adders respectively. Adders included black cells
are marked in gray. For easier comparison values in tables are
marked with blue stripes. Additionally, minimum values are
written in green italic and maximum values in red bold.
Moreover, the minimum values except Ripple Carry Adder
(sum4b_3p7, sum5b_4p25 and sum6b 5p25) are marked in
yellow. It is seen that this adder is the best realization in many
cases. It has the smallest number of transistors and the largest
number of levels, thus it usually has the largest delay. The
second realization (marked in yellow) is usually only a few
percent worse than RCA, usually about 1 or 2 %. The 4-bit
adders are worse than others in this ranking, and differences go
up to 7.9% (dist_sinl3).

TABL

Considering obtained data, especially for 5- and 6-bit
adders, it can be seen, that in general, larger power
consumption is for structures utilized black cells, but some
exception exist: e.g. sum5b_2p7, sum6b 2p21, 3p33, 3p42.
They have similar structure — only one black cell small
redundancies. Another observation is that bigger number of
levels usually gives smaller power consumption. In adders with
small number of levels cells with higher valency have to be
used. It takes more number of transistors causing bigger power
consumption but some exceptions can be found. In structures
with more levels good idea is to avoid redundancies. Generally
structure of PG logic in PPA depends on kind of summed data.

VIIL

In the paper comparison of power consumption of PPA
under advanced analysis were presented. Only propagation-
generation tree was considered. Analyzed structures are shown
as diagrams and results are collected in tables. Structures of
adders in aspect of kind of summed data should be taken into
consideration during design for low power.

CONCLUSIONS

E 1I1.

RESULTS OF 4-BIT ADDERS ASSESMENT — TOTAL EQUIVALENT CAPACITANCE OF PG TREE [FF]

|Adder Name| Dis“.ib“th? _\'nm.e - n - n - n - y - - - T

unif. |serl |ser2 |ser3 |serd |ser3 |ser6 |ser7 |ser8 |ser9 |serlQ|serll|serl2|sinl |[sin2 |sin3 |sind |sin5 |siné |sin7 |sin8 |sin9 |sini0|sinll |sinl2|sini3 |sinid |sinl5
sumdb_tp1 I 1908 187(F 187 70,0 109 190[F 191 14.4F 14.5[F 19.1[F 139 148 18.7[F8.21[Ho0.60[F 4.80(F 6.90[F 7.38[3.82 2453482 6.66[00.21 [H1.04 [ 5,268 7.22
sumsb 2p2 || 1680 16,1 16,1 70.0]l 110 164 164 127 128 163[ 166) 12.2[ 164 674 s59| zsoll552( sez2f 3 sifl 2,021 3680 381 5.8l 871l seol 23]l 6.03
sumdb 2pic || 167 150] 150[ 109 109 153 152 1330 133) 164 162 134 163 6.66[F 8.84F 4.08 I 3.80[F 3840 5.32[ s34/f 9.00fF 469 6.11
sumdb 2pde 242|823 5023 50153 s 4023 9 23 9[020,2 120,48 24.4(F24.1 [P 19,324 00,28 |12,33 54005, 70|07 35 [12,21 3,066 21 (8,18
sumdb 2pse (2240195199 109| 70,0 [F202[W203( 72, 7|1 72,7 [F22.1[F22.0[F 15.4(F20.0[F 7.34[F 9.11 F 4058 4.18(F 5.58[F 9.24[F 9.45[F 4.48[F 6,39
sumdb_2p6c (128,3(125.7|025,7(F 13,6 013.7(F26,1 [B26,2 [ 15,718 7 [F28,2 27,0 (20, 5|25 5 .02 (M50 05 397,68 05,31 5 61|07, 18 |1, 562,92 W6, 10| 7.75
sumdb_3p7 || 16,4( 14,7 147 |F 1178 18] 15,0)l 14,91 130] 130[l 160 159 130] 159] 6231823 3,73[1 561|546 1353013574801 8.45| 815[ 424|583
sum4b 3p8c 282|023 7|23 7(I13 713 7[24.0 24.0 |18 4 W8 4 27 3|27 5 [121,2 [186.4

TABLE IV.
RESULTS OF 5-BIT ADDERS ASSESMENT — TOTAL EQUIVALENT CAPACITANCE OF PG TREE [FF]

Adder Name Distribution Name

unif. |serl |ser2 |ser3 |serd |[ser3 |ser6 |ser7 |ser8 |ser? |serl0|serll |serl2|sinl |sin2 |sind |sind |sind |siné |sin7 |sin8 |sin® |sinl@|sindl |sinl2|sinl32 |sinl{ |sinl5
sumib_1pl  [E20.1 204 [F204 1650 165|205 (20 s[F 24124020 5[E20 6|l 23 6286 170[E 201 [F 107[F 1368 1531 w6l 141 620 11.0]F 1488 162[F 100[E 2038 1241 154
sumib_2p2 251251 F251(F 15.7(F 156|251 |25 2[E206(E 204 [E25 325 4(F 203244 1397|0156 28l sl 18] 22 131 45 88l 137 1280 1s0(f 161F 92 122
sumib_2p3  [E230l225E2250048 ([ 4eEnsEnsl1eol1seE2ol2s0l187F222(F 1240 143 83 101f w06 78 108 41l 79F 114 1130 143 142F 87l 118
sumib_2pd  [E248 23202320 157 156 233E23 421 5|E 21324 3[E 244020802430 138|066 o8 118 1260 ool 119 49l o2f 125 132 166F 1661 104[F 137
sumib_2p3  [F22.6(F 210210 1490 148 21a|F 21 1es|l 1o [T a20[E 2220 1872210 1150 144 830 9o 107 74 28 42 78f702 [ 11aF 1440 143]F 86[F 115
sumib 2p6e ([33.1 0326 3260 218021 7|52 6052 7 (W20 1 [E2s.0 55 1 (B33 2 [E2r s 525 [E 153 |E 17l waff 122 1370 o1 144 49l ws|F 151 138 187|E 195 109l 139
sumib 2pic (D286 E264E264 1490745 |[F264 2650 1800 18828228 5|0 207|E250(F 13.0(0 148 86 103 101 soff 112 45 s3f 118 1170 148[F 150 2off 121
sumib 2pEc (304 28 0 W28 9|l 10.3(0 10.5 |28 0|20 0271 | 26.9 298 (500|261 500 [F 160|203 1148 1448 154 w06 145] 611 109l 1528 153[E206E205F 126(F 163
sumSb 2pfc [38.0(037.5 375 20.2|F 20.9(057.5 376 28.1|F27.9 038338 4 (M 28.0[F34.1 [T 16.5|F 189 104 126[F 145 96[F 133 55| 10.7|F 16.0[F 148|F 194207 114[F 146
sumib_3p10 265 E26.8 2680 1730 173|E26 827021521426 0[l270|E 213 [E25 6 147|E 168 o6f 116 1260 8ol 133] soff o3|f 139 1350 16.9F 169(F 10.0[F 134
sumib_3p1l [E247E246E2460 165(0 t64|F24 7248 202(F 200F240[l240|F 190l 23 80 1320 150 84 105 101 sof 125] 430 84l 132 2ol 153)F 152]F 88l 118
sumib_3p12 [E227 2222220 1570 156|222 B2 3 1e7|E 18622 6022 7|Rie+ W21 8(E 12000 1360 780 27 woll 740 114] 33 76)F 1200 1ol 1398 1360 soff 108
sumib_3p13 [B225H209B203E 1570 56|21 0(F20 1 [F1e2(E1e1 B2z ol221 (188021 7(F 118)F 140 228 102 1040 770 105] 4o0ff 77 1120 wel 141)F 1388 86[f 1146
sumib 3pid [F226F 211 F211(F 1570 156211 |F 212 194l 10222 (F222(F 188 22.0(F 1108 139 8.0 104 106 76 116 40 80fF 123 112)F 143 141]F 84[F 110
sumsb Splse 8402 38,0 380213 (021 2 |58 0581 (50,6050 4 598 (0.0 [51.5 5o [E 170|208 115 143 161 F w6 1550 628 115\F 16.1|F 15.7[E214|E224F 13.0(F 164
sumib Splée [032.6 0303 303 |F 16.8(F 16.7|E50.450.5[F22 ol 22 8521 (B2 5245 W29 [F 153|E 1750 o8l 1230 1330 o2 131l 54ff o6l 136 133 178|E 18.1F 108(F 141
sumib Splie (283 26,0 E26.0(F 15.7(F 15.6|026.1|W26 20757 B85 [E270[B270|E205 W24 7(F 126 1411 8off o9 1035l 77F 117 42l s0fF 123 1130 1438 144F 84fF 112
sumsb Splge [026.6 250 E250(E 177 1760251251 [F233|E 231|261 (B262 [F 226260 13.0(F 15.1F 88 107 1060 8o 1250 430 88l 131 21[F 157|F 160F o3fF 119
sumsb 3ploe 0343 32,0 320K 18.5(F 18452152 2 (W24 7|24 5|33 0 [B54.0 (260 500 144(F 1658 o3 1128 1270 86 134 480 o5|F 1400F 131[F t69|E177F 10.1F 128
sumsb 3p20c [035.9 0317 317 20.1 [F20.0(51 7|51 0[W26.1 25 0550551 [F27 355 4[F 154 |E 175 ool 1208 1330 oaF 141l 51 wal 148 137 152(F121(F 107(F 138
sumsb Sp2ie 0525 30.9 309 20.5 (20 4510511 (W20 2 200 52,0 (522 [28.1 520 [F 165|195 |F 1090 137 150 wol 146] 578 w08l 1528 147 202|208 122F 155
sumsb 3p22c [E27.0 26,5 265 |F 16.8(F 168|026 5|26 6[F22 0| 228260270224 262K 147|E 170 o5 121F 1280 ool 127 soff o2lF 1338 128 174(E 1738 104[F 137
sumsb Sp23e (2.7 0.0 [0 9221 (022, 0| oI 2 (051 6051 4 e 7 (a2 8 055 1 se T [F1e2 B2z F 1230 151 B 173 15 E 166l 680 125\E 173 170[E22 0|24 1|F 1401746
sumib 3p2dc 444 F42.6 B42.6|F 2350 23.6 (0427 F42.9 (33,3 |F33.1 4.4 (4.5 0347 Bg0.5 P 20.8[F235f 13.4F 162 P 186 122 P 183 73l 133 10.0F 182 (F24.5(025.4F 147 (R 18.7
sumSb 3p23e (7343 1730.0 [F30.0(F 185 18.4(050.1|F302(F 24 5|24 3(033 4033 5[0 263 [F30.7|F 1460 166 27 106 131 88F 138 5000 o9l 145 135)F 175(F 184|F 105[F 133
sumSh_4p26 1222 1206 I20.6 | 1650 t6.4|020.7 207 1so|E 18 702r7 (0205 W15 02r3 Birs B33l 7ol o8l 28l 730 1o 2700 73R n7liosRizelRizz|l rellior

TABLE V.
RESULTS OF 6-BIT ADDERS ASSESMENT — TOTAL EQUIVALENT CAPACITANCE OF PG TREE [FF]

Adder Name Distribution Name

unif. |serl |ser2 |ser3 |serd |ser5 |ser6 |ser7 |[ser8 |ser® |serl0|serll |serl2|sinl |sin2 |sin3 |sind |sin5 |singé |sin7 |sind |sin9 |sinl@) |sinll |sind2 |sind3 |sind4 |sinl
suméb_2pl  [E35.6[L36.0[L36.0[ 21.1[F 212359 35.9(F 30.5(F 303(F 36.1|F 36.1 |1 30.4F 34.6[F 24.4[F 246l 157 202[F 207 157 208 156 187[F 206[F 222[F 25.1F 25.58[F 195[ 205
suméb 2p2 £ 3140515 315[F 194 1950 315F 3148 268(F 26.6|F 517 51.8F 26.8(F 30.4[F 19.6[F 203]1 12 169 182 135 194 120 163F 202 192]F 218[F 215 167 168
suméb_2p3  [E312[E 3083058 1958 195307 30.7|E 272K 27.0[E 513|031 3(F 272 30.4(F 2078 208[0 142 180 1870 145 180) 126 165 188 1968 22.1|F 2080 154)F 178
suméb_2p4  [E350[E 33603360 212F 21203353350 3185055470347 51205440 2468 246[0 1728 2078 22.8(F 173 2030 147F 194F 203 233 2658 260 220 202
suméb 2p3  [E347|[E 33303330 2208 220[F 33233 2)E 314 5120 34 4| 34.4F 3003408 2438 243[1 1688 203|F 2221 170 2018 153 104]F 2018 2288 26.0]F 25.6[F 2131 208
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TABLE V. (CONT.)

Adder Name Distribution Name

unif. |serl |ser2 |ser3 |serd |serF |ser6 |[ser” |ser8 |ser9 |serld)|serll |serl|sinl |sin2 |sind |[sind |sind |[sin6é |sin? |sin8 |sin® |sindf)|sinll |sinll|sinlZ |sinl4 |sind3
suméb_2p6  [I 309 303[E 305 203[F 203[F 30.4[F 304 268[F 26.7[F 51.0]F 310 26[F 205 205[F 205 135 176[ 181 142 178] 132[ 164l 187[F 100[F 216]F 214[F 174 175]
suméb_2p7  [E328(E514[E 3514 2128 212(F 5130 315|E 2060 203525 E 5250 201|521 | 2248 22601 152[F 1978 2040 1558 1920 145)F 18.0)F 202[F 208K 240 238(F 194F 183
suméb_2p8  [E327E513[E513F 2128 212(F 5125120 20 5F 202 [ 5245240 200(E 5208 21608 22.1|1 149 194 2020 1548 1981 1358 1798 208[F 2088 24.1(F 234[F 193] 156
sum6b_3ps  |F30.7|F 293|F 203(F 203(F 203|F 202 |F 20.1(F 274(F 27.1|F 304 L 304(F 273(F 296 2020 204( 139 18| 186 1440 17.7] 125 164|[ 18.6[ 19.1|F 21.9(F 21.5]F 18.0F 177
suméb_3p10 £ 351|356 356 21.8(F 22.0(0 355 35.5(F 30.0(F 29.8(F35.7 L 35.7(L 300 34.1|F 233(F 238 150 195 2080 154 212 150 18.6|F 22.0[F 217 24.7|F 25.0[F 19.1[F 187
suméb 3p11  |[E311|E 31203121 202(F 204|F 312F 31.1(F 265(F 263[F 31.4[F 31.4(F 26.6[L 300[F 193|F 201 126[ 165 17.6[ 132f 192 12.6] 163| 20.0[ 18.6F 213|F 21.1]F 160 167
suméb_3p12 | 31.0(F20.5(F205(F 203(F 203|F 205|F 205(F 27.7(F 27.5[F 30.7[E 30.7(F 274[E 302 20.7|F 211 13.6[F 180 18.7[ 14.0[f 183 138 167 191 19.0[F 22.0]F 22.1|F 175]F 18.0
suméb_3p13 ([ 20.0(F 28.6(F 28.60 1040 105(F 285(F 28.5F 25.0(F 2488 201 P 201 (F 25.1\F 279 1840 188( 122 150 163 1270 160 124 15a(F 177 171 196]F 106[ 155 162]
suméb_3p14  (F30.4F 280\ 28.0F 211|F 21.1(F 28.9(F 28.8|F 27.1(F 26.8F 30.1 [ 30.0(F 27.0(F 203 198F 202 136 177 180 142F 175 131 163(F 184 18.6(F 214F 211 173[ 17.6]
suméb_3p13  [F32.4(F 300[F 300 220 22.0(F 30.9(F 30.9F 20.1(F 2808 32.1 321 (F 28.7|F 30.7(F 213(F 2191 146[F 100F 196 15.1|F 197 138 17.0F 206 203(F 236 230 186 185
suméb_3p16  [F30.6(F 20.1(F 20.1|F 204|F 20.1(F 201 F 20.0F 273(F 27.1F 302\ 302(F 27.0(F 207 1968 203 130 174 178 137 187 132 163(F 196 185(F 216|F 213 167 17.2]
suméb_3p17 |F289|F 285F 285(F 195(F 195F 285|F 28.4(F 240(F 247|F 20.0[F 290(F 250[L 277 17.7|F 183[ 118 157 161l 126 175 112 150 184 174|F 197 19.4|F 154[f 155
sum6b_3p18 | 288(F 274(F 27.4[F 195(F 1958 27.4|F 273(F 23.6(F 253|F 285 F 285( 254(F 278 179 186 121 162 160 1280 17.9] 114 154|F 18.7[F 175 203|F 197 158 157
suméb_4p19  [F284F 2708 270 203(F 203K 2690 269(E 251K 2400 251 W 281 (F 251 |B 2738 1728 1800 107 1580 160l 12508 172 222 1498 181 1678 19.6[F 1838 1530 134
suméb_4p20  [£285F 27.1F 2718 2038 203|F 270[F 27.0(F 252F 250[F 282 F 282 252|F 2748 179 185 120 1618 162l 126\l 1661 1231 1500275 166 195(F 192 154 161
sum6b_4p21  |F28.6(F 27.1|F 27.1[F 203(F 203|F 27.0F 27.0(F 25.3(F 25.0[F 282 282(F 25.1(F 276 17.5[F 183 118 158 162 1250 177 12.0]f 153|F 185 169(F 198|F 193] 151 157
sum6b_4p22 L 28.6(F 282(F 282[F 203(F 203|F 28.1|F 281246 (F24.4 L 287 2860247 [L 274 1730 181 1135 us3 |l 155 1230 174 118 149 182 165 192|F 188 147 154
suméb_4p23 | 32.7|F 33.1|E 33.1[F 21.8(F 22.0(F 33.0[F 33.0(F 275(F 274332 332(F 278[E 313 20.6[F 21.3[0 134[F 1751 183 13.9(F 195 135 169( 204 193(F 222(F 22.1|F 17.0F 178
sum6b_4p24 | 30.7| 30.8[F 30.8[F 21.1(F 212|F 30.7|F 30.6(F 26.0(F 259 31.0[F 31.0(F 263(F 204 185 195[ 123 16| 16.7) 129 186 123 158 194 178 205(F 203|F 155[F 163
sum6b 2pise (455452 (4528 245|F 246451 451|336 354 [F46.0 [F46.1 [F 367|416 2278 246 145 186 212( 148F 204 130 182(F 222[F 213(F 25.0F 270 18.2[F 192
sum6b 2pife (455452 (F452|F 2451 246451 [F45.1|F 3561 354460 [Fd6.1 [F 367|416 227 246 145 186 212( 148F 204 130 182(F 222[F 213(F 25.0F 270 18.9[F 19.2]
sum6b 2p20c (133.0(1053.6[53.6F 20.2|1 20310535 33,5 |F 4404370545 [W546(Fas o|aos [T 310 |F 527 207|F 27.4(F 202 212|F 2621 152(F 242(F 273 [F 20.0(F 33.7|F 3511 27.4[F 26.0)
sum6b 2p2ie (F39.6(F 376[F37.6[ 209 208375 375|F 30.1(F 20.8[F30.4 305 518|360 216 210 145 185|F 197 148 185 130[ 170 194 202(F 227 231 187 183
sum6b 2p22e (150.7(049.1(40.1 [ 278(F 270 40.0(48 9| 404 (401|507 507 417|472 L 284(F 2071 1768 242 2620 17.0F 2431 1650 212(F 252[F 253(F 295F 51.0(F 228[F 231
sum6b 2p23c (4285020302 23.7(F 238|502 302|338 35,7 421 W42 1 (F35.0(406 [ 2148 2321 141 F 1838 2021 143 205 1268 17.7)F 2048 203|F 243(F 2551 184 157
sum6b 2p2dc (562 1055 3 (0533 I 310 (00 52.0 |53 |53 2 |46 4 4.1 (055 9 IS5 0 (047 3 |54 326|544 1 2160 28605128 22.1|F 202 8 204K 268 304308363368 (E 280 279
suméb 2p25c (0523 494 (40 4 1 28.8(1 200|403 40 5 42 5|42 3 51 9 52 045 4 [503 302 |E 520 190F 249 2810 186)F 2508 176(F 227F 250L 27.1{E 52254 2430 252
sum6b 2p26c (153.9|052.6(052.6F 290.1(F 292|525 |[52.5(043.4(43.1 53,8 [E54.0[F 44 4 [F509 315|033\ 19.0[F 25.1|F 28,6 19.0(F 25.7[F 18.0[F 22.9|F 26.7|F 28.0(F 32.4|F 34.7|F 243|253
sum6b 2p27c ([53.9(53.9(53.9(F 27.7(F 27.9|I053.9[53.9(043.7 (043 5 [54.6 054 7 [ 44 8 [F40.6 | 3340 35.0(F 223 |F 283\ 31.0(F 21.5|F 264 188 24.7|F 273 |F 30.7|E 349 36.6|F 27.7|F 26.7
suméb 2p2fe (0554 (10555 (0555 |1 20.7 |1 200|555 1055 5|45 3 045 1 056 2 563 (462 (513 D 3240 3461 207 273 3040 1090|0265 182\ 237 273[F 2883413630 263 258
sum6b 2p20c (597 |I059.8[I059.8 I 31.4 (1 31.5|I059.7 |I559.7 (IF49.5 049 3 [I60.5 60,5 [I150.4 [I555.5 | 36.6|[39.4 (L 24.4|F 319\ 33.8(F 24.0(F 29.7[F 20.1|F 27.0|F 0.8 338 38.5[F41.1|F 30.5(F 295
sum6b 2p30e (153 0(53.0[E53.0|F 27.7F 270539 (53.0|43.7 (0435 [54.6 0547 [ as 8406 [ 334 35.0(F 223 |F 283|F 31.0(F 2158 264 18.8(F 24.7|F 273 [ 30.7(F 340 36.6(F 27.7|F 26.7]
sum6b 2p3le (054.0(1055.0[F55.0|F 20.4|F 20.5(55.0(54 5|44 8 (446 |055.7 [053.7 |45 o|050.7 [F 344 35,8 228 20.0(F 323(F 2248 26.7[F 2030 25.7|F 27.8[F 31.7( 36,1574 (F 28.7|F 27.6]
sum6b 2p3de ([F47.0(F47.1[F47.1|F 25.0[F 235.1(F47.0[F47.0( 368(F 3660476 F47.7[E370|F43.0[F 2421 2658( 134 108 2240 155F 222 137 18.9(F 23.1[F 225(F 26.2|F 282 19.6[F 19.9)
sum6b 2psde (4550452 (4528 24 5|1 246451 [F45.1|F 3560 354 [F46.0 Fd6.1[F36.7|F 416 227 246 145 186 212[ 148]F 204 130 182(F 222[F 213(F 25.0F 270 18.9[F 192
sum6b 3piie (61.6(l60 1(H60.1 | 35.8|1 35.8E60.1 [60.0|50.6 0502 a6 W61 o522 575 [ 37.4(E579(F 255 |F 33,1 35.0(F 254 334 23.6(F 29.8(F 346 348 40.0[F40.8(F 322(F 312
sum6b 3p12c (H64.9|63.4(W63.4|F 39.1 (391 |F63.3 W63.3 1539 53.4 652 [W65.2 [I55.4 [H60.5 411 [F40.7 L 28.6 P 36.7F37.6 [ 28.3|F35.1 | 27.0(F33.3F39.4[F 38,50 43.6[F44.3|F35.7 L 34.9
sum6b 3pi3c (550|565 (056 5 I 34.8 (034,856 4 56,5 |47 0 46 .6 58 1 |55 2 (s 6 [I54.0 035 8|55 3|0 24.1 513|522 (F 238|528 [ 235 280|338 526 57.0 (573|503 [ 301
suméb Iplde (45904504508 25.9(8 259|044 9 44 8|0 36.1 0358 46 8 W46 0385432 F 28.0(F 2898 1848 245 2648 1808 243 1728 219 252K 26.0(F 208 298)F 236 233
sumbb 3pidc (F42.7|F40.7(E40.7|F 22.8(F 2290 40.6[F40.6(F 31.9( 31.6[F42.6 L4260 3441 39.0[F 243|254 150 203|F 225 153|F 2006 142]F 18.4|F 214 216 252|F 262|F 19.4[F 198
sum6b 3plee (43804434430 272(F 272 (Fd42 [F44.2 (347 344459 4600371 [F415 | 282\ 2720 193|F 245(F 2491 194|F 26.8[F 19.7[F 22.9|F 27.7[F 25.9(F 29.1|F 29.9(F 24.1|F 245
sum6b 3p33c (I 36.9(F 35.0(035.0 9.2 [ 19.2 £ 34.9|F 34.8(F 26.1(F 258 36.8 L 36.8|L 288333 189\ 190 122 158l 172 128 178 115 152[F 185 177 203[F 21.1|F 159 161
sum6b 3p3de ([F47.8(I047.8(47.8(F 23.3(F 25.4 478 47 80377375485 48 6L 300435 L 26.9|F 28.8( 17.6[F 22.6F 2521 169F 22.6[ 157 203|F 233 24.5(F 28.7|F 30.0|F 222[F 216
sum6b 3p3de (F422(F402(F402(F 215|F 214401 [F 401 3140 31.0[F42.1 [F02[F 330\ 384 (1 240 248( 162(F 212(F 218( 1688 201 1410 18.7(F 22.0[F 22.6(F 253 262(F 20.9(F 20.4]
sum6b 3p36e ([F448(F428[Fa2sl 238 237[F 427 [F 27| 3400 33,7 |F 447 Mt s[F 365 |F 411 [F 263F 277\ 170 2278 2410 17.6F 2221 1320 19.0|F 23.1[F 243(F 2751 28.5(F 21.8[F 21.8]
sum6b 3p3Te (F45.7(F45.7[045.7|F 2391 2300 45.6(F 456\ 3500 3470 46.4 W 4650 365|415 |F 234 245 1460 1858 221 145 208 1340 18.4|F 2035 215(F 25.0F 271 187 191
sum6b 3p3se (3500 33303550 2291 23.0[F35.4(F 35.4|F 51.8(F 31.7[0 36.0 [ 36.0(F 51.7|F 340(F 2358 2471 146[F 204(F 218 150 201 137(F 17.6F 209 20.1(F 248F 252 189 193
sum6b 3p3fe (14650465 [F46.5|F 2451 246465 [F 4651 35.8(0 3550473 Fa74[E574(F422(F 251 |F 265( 16.0F 20.1|F 236[0 150F 206[ 146[F 193(F 223[F 23.0(F 27.0|F 284(F 208[F 20.4]
sum6b 3pd0e (5550|5551 (10551 £ 20.2(F 202 [I155.0 155,044 3 (44 0 [I55 2 [F56 0045 4 [F50.9 L 30.8(E33.1 (L 194 261 2921 19.0(F 25.7[F 16.7[F 22.7F 26.4[F 27.5F 32.9(F 35.0F 25.3|F 245
sum6b 3pdlc (435 (4s.o[Was ol 25.8(0 25848 5 48 8|0 38.1 |57 0 [0 5 W40 6303 451 F 26.4(F 2881 1598 2128 2440 162(F 2271 152|F 1988 2358 239)F 27.7(E 300(F 2058 213
sum6b 3pd2c ([E378(0573[E5375(F 2010 201|375 |E374(E 279F 277|382 383 (E 2060 33.7F 20008 2121 128 166 1841 134 188 120 160F 127 139F 20.7(F 2281 167 170
sum6b 3p43c ([ 38.9(F 38.9(038.9(F 20.1(F 20.1{F 388 38.8(F 28.1(F 270 39.6 L 396 3020343 |F 20.6|F 227 1330 17.4|F 201 13.3|F 193] 13.0] 167 20.0[F 20.0[F 22.8|F 240 17.1|F 177
sumbb 3pddc ([43.7|43.8(043.8(F 23.4[F 23.4|F43.7|E43.7(0 3300 32.7[F 444 D44 5|0 548395 |F 25.00F 2650 152 200|F 23.0[ 15.6F 215 147 18.7|F 223 22.6F 26.0(F 27.8]F 195]F 206
sum6b 3pddc ([D48.8|I048.0(48.9(F 23.8(F 25.8|48.8 48 8(1038.1 (0 37.0[049.5 [49.6[ 303 ([45.1 L 264\ 28.8( 150 212|F 244 162|F 22.7[ 152[F 19.8F 235F 23.9(F 27.7| 30.0[F 205[F 213
sum6b 3pdée ([£50.7|051.1|I051.1|F 26.6(F 26.6(I051.0 5510 40.1 (3080515 [E51.6[F 412 ([F46.7|F 28.3|E 31.0[F 175[F 22.4F 2621 17.0(F 23.7[ 16.0[ 20.8|F 245|F 254 29.5(F 31.9(F 21.8[F 223
sum6b 3p40c (055 8|I053.8I053.8 |1 30.6(1 30.6|I053.7 |I053.7l045.1 (44,7 (55,8 055 0 [ a6.8 525 | 312|327 204 (F 26,6\ 297 204|F 2711 183|F 24.4|F 28.1|F 28.8|33.6|F 34.8| 262|F 23.7
sum6b 4pATe (03840 363 (3630 215|F 215[F 362 36.2F 28.8(F 28,50 38.1 [F38.1|F 306\ 3470 10.7|F 2111 123 1650 181 128 174 120 154[F 182 18.0(F 200|F 214 158[ 162]
sum6b dpAse (4380402 (F402(F 23.0F 232(F40.1 [F40.1|F 3500 3480431 W45 [F 364 |F 415 |F 210 23.58( 139 182(F 207\ 130 197 1280 174[F 205 203(F 241|F 253 179 13.6]
sum6b dpioe ([F45.4(F410[Tarel 2281 220418l 48|l 3170 3150450 Fas1 [F34.7|F 400 F 21048 231 135 1768 202 136 188 12.7( 160[F 196 105(F 23.4F 252 175 181
sum6b dpite (F383(F 542(F 3428 220 22.1(F 341 34.1|F 30.4(F 3020572 [375(E s1.e(E 360 23.4|F 242 145(F 204|F 217\ 140 198 138[F 17.5F 206[F 208{F 24.7|F 250(F 188[F 192]
sum6b_5p25 [B28.7 [F26.7 [B26.7 [ 21.1[F 21.1(E26.6 [B26.5 I 24 8[F 2460277 B27.7 | 2480269 1 7168|0177 || ii4|f 1541254l 22200 174l 11.7)l 248 |F 1790262 R290F 284l 1461153
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Abstract—The paper presents a method of transistor level
implementation of a reconfigurable filter for the application in
the algorithm responsible for processing air pollution data. The
assumption of the proposed solutions is the realization of the
algorithm that uses such filters directly in the wireless sensor,
along with other components of such devices. Thanks to this,
the amount of data exchanged between the sensors and the base
station can be reduced. In the proposed filter structure, a special
emphasis was placed on reducing the hardware complexity of
the filter. The objective is to reduce the chip area of the overall
device. The filter features a modular reconfigurable structure,
which allows to achieve different filter orders, with almost linear
increase in the hardware complexity. Target application of the
proposed solution is in wireless sensors networks (WSN) that
consist of large numbers of devices distributed, e.g. in dense
urban areas in cities.

Keywords—Air pollution sensors; Air pollution data process-
ing; Filters; Edge computing

I. INTRODUCTION

Air pollution belongs to one of the key problems in cities
today. According to the United States Environmental Protec-
tion Agency, various types of air pollutants, especially those
designated as particulate matter PMs 5 and PM;q (smog),
are hazardous to human health [1]. This applies especially
to the particles with diameters below 2.5 pm, as their size
allows them to enter the human blood directly. Prevention of
the described problems is one of the basic assumptions and
ecological goals of theoreticians of the, so-called, smart cities.

This problem may be observed through more and more
popular networks of air pollution sensors. Such networks
allow to create air pollution maps showing the levels of
pollution in cities, with a relatively frequent update of current
situation. Selected systems of this type are briefly described
and compared in following Section. The maps are available
on the Internet for free.

One of main sources of air pollution is transportation in
cities, in particular its combustion part. Traffic intensity on
roads significantly affects daily pollution levels. In practice,
however, there is no simple (linear) relationship between these
two factors. Pollution levels depend heavily also on weather

Copyright © 2020 by Department of Microelectronics € Computer Science, Lodz University of Technology

conditions, insolation level, wind strength and direction, sea-
son of the year, etc.

A factor that substantially impacts the course of the air
pollution over time in cities is the structure of urban de-
velopment. Urban density and height of buildings have an
impact on ventilation abilities. In some parts of the city
there may be observed an increase in the wind speed, due
to the so-called tunnel effect. In larger cities one can also
observe an effect of the, so-called, urban heat islands. It results
in higher temperatures in some areas of the city. It causes
differences in atmospheric pressure between particular areas of
the city, which in turn is the source of air suction in directions
toward the heat islands, where the pressure is usually smaller.
The size and spatial structure of the urban development is a
crucial parameter here. The specificity of tightly built-up urban
interiors may also cause a phenomenon of air stagnation or air
circulation around without replacing it [2]. The impact of the
described factors on pollution levels may vary daily and be
dependent on the season. In winter, for example, apartments
heating becomes one of noticeable factors.

Pedestrians and cyclists belong to the group of people,
moving in an urban space, that is particularly exposed to the
factors described above. Usually they move around the city
without any cover. Considering this, we believe that maps
with higher spatial resolution are needed than those currently
offered. These maps should be also updated more frequently.
This would allow the mentioned users of the cities to plan
their routes in such a way to avoid the most polluted areas.

The described problem may be addressed through the devel-
opment of air pollution monitoring systems based on wireless
sensor network (WSN) composed of miniaturized, low power
devices densely distributed in the urban environment. The idea
is to enable the monitoring at the level even of particular
streets. More dense maps require a large number of sensors,
which should be substantially cheaper than devices available
today. They should also allow for an easy installation in the
urban infrastructure of the cities. This may be achieved by
eliminating the need for an external power supply.
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Low power operation and the ability to achieve compact
sizes requires the optimization of particular circuit components
of the sensors. The purpose of this work is to contribute to
the development of such solutions. It is a continuation of our
earlier work presented in [3]. Here, we focus specifically on
filters, which are one of the main components of the previously
proposed algorithm responsible for analysis of recorded data.

The paper is structured as follows. In the next section
we present briefly selected air monitoring systems. Then we
provide details of the proposed algorithm structure and the
reconfigurable filter. The filter has been designed so that its
parameters can be easily changed, depending on the noise
levels in the measured signal. Conclusions are drawn at the
end of the paper.

II. STATE-OF-THE ART AIR POLLUTION
MONITORING SYSTEMS

Networks of sensors used for monitoring the air quality have
become very popular in recent years. Several such networks
already operate in Europe. Particular networks offer measuring
devices with different abilities and thus with different prices.
They differ in the scope of measurements and the accuracy of
the measurements. Some of the companies offering the devices
charge an additional monthly subscription fee for each device
installed and active. Below we briefly present the most popular
networks of this type.

A. Airly network

Airly is a company created by graduates of the AGH
University of Science and Technology in Krakéw, Poland. The
device that is offered by this company, using a laser sensor
measures the following quantities:

o dust levels PM2_5 and Pl\/IIO»

« weather conditions: humidity, temperature, air pressure.

The measurement results are transferred to a base station,
where after calibration, they are published through the Airly
company’s web page [4]. The price of a single device is
approximately 400 Euro. In addition, a monthly subscription
fee of 10 Euro per a single device is charged.

B. Looko2 network

ZAS company, which is the owner of the LookO2 network,
offers several external sensors at prices that vary in-between
about 140 and 430 Euro. Depending on the type of the sensor,
they measure:

o dust levels PM;, PMs 5 and PM;,

« weather conditions: humidity and temperature,

o in more advanced devices also HCHO (formaldehyd).

The customers receive daily reports on selected measured
quantities. The measured data are also available through the
company’s web page [5]. An advantage here is the lack of the
subscription fee.

C. Luftdaten

Luftdaten is a German network that originates from the 2015
citizens’ project from the city of Stuttgard. Over time, the
network covered more and more cities in Germany. Then it
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began to be spread out in other countries. Currently it exists in
over 70 countries. A characteristic feature here is the necessity
of own construction of the device from a provided assembly
kit. The SDS 011 laser sensor enables measuring:

o dust levels PMs 5 and PM;,
« weather conditions: humidity and temperature.

The promotional price of the device for the network mem-
bers is about 35 Euro, while the standard price is 44 Euro.
The project’s assumption was to create an alternative to more
expensive measuring devices. The measurement accuracy is
worse than from the more expensive devices. Reported test
results show that for smaller levels of the PM, 5 quantity,
below 20 mg / m3, the sensor lowers the measured values. As
the pollutant level increases, the differences become smaller.
The results are offered via a dedicated web page [6].

D. SmogTok

SmogTok is a project initiated in February 2018 in the
Wawer district of Warsaw, which is an area with majority
of family houses. Currently, the network includes about 200
external sensors. They are located in Warsaw and in some
other Polish cities. SmogTok sells its sensors at the price of
about 70-75 Euro. This is the only necessary expense, as the
company does not charge the subscription fee. The sensor
provided by SmogTok measures:

o dust levels PMs 5 and PM;,
« weather conditions: humidity and temperature.

It uses a laser sensor. It requires protection against direct
contact with solar radiation. If the installation location does
not meet this condition, SmogTok suggests adding a Drumik
passive radiation shield to the smog sensor, which costs about
30 Euro. The recorded data may be verified in this case
throughout an analysis of former recordings. The measurement
results are also presented via a web page [7] and a mobile
application.

E. Syngeos

The Syngeos company, based in Katowice, offers certified
measuring stations that allow to monitor:

e dust levels PMs 5 and PMyg,

« weather conditions: humidity and temperature,

« optionally other pollutants: carbon monoxide, nitrogen
dioxide, sulfur dioxide and benzene.

The measurement results are available via the “Syngeos —
Nasze Powietrze” (Our Air) application and on a web page
[8]. The communication is performed via LoRaWAN network.
The price of a single Syngeos device is about 400 Euro. As
with the Airly devices, a monthly subscription fee of 16 Euro
is also charged here. The user gains access to the platform
containing reports and visualization of collected and analyzed
data.

E Summary

Table I presents a comparison of particular pollution moni-
toring systems discussed above. Attention was paid to selected
technical parameters such as the access method to the base



TABLE I
COMPARISON BETWEEN SELECTED AIR POLLUTION MONITORING SYSTEMS

Model Préce Subscrlglon fee Communication Power supply Measurerr[l:;ril:1 lzltge interval
Airly 395 10 Wi-Fi power grid 1-50

Looko2 140-430 none Wi-Fi power grid 1

Luftdaten 44 none Wi-Fi power grid 2.5

SmogTok 73 none Wi-Fi min USB 10

Syngeos 400 16 LoRaWAN network no data no data

(*) Airly on-line maps are updated every hour

station and the power supply. All the described devices require
access to external power supply. In all the described cases the
communication is performed through existing Wi-Fi networks.
The use of low power and low-cost WiFi modules becomes
a standard today. Such networks are now widely available in
urban areas [4], [9], [10].

The observed tendency is to increase the measurement
frequency, however, it can be concluded that more frequent
measurements than once per minute are not necessary. For
this reason, we assumed a minute time interval in our inves-
tigations.

III. PROPOSED CONTRIBUTION TO AIR POLLUTION
SENSOR DEVELOPMENT

To enable a high efficiency in functioning of the most
important systems on which the concept of smart cities is
based, a large amount of data is needed, often delivered
in real time from different locations in the city [11]. This
requires the use of a large number of different types of sensors.
Air pollution sensors belong to this group. To simplify the
installation process of such devices and their maintenance,
a paramount feature is the one, in which the devices will
not require an access to external power source. To make it
possible, the sensors should offer simple structure, small sizes,
as well as low energy consumption. Such trend may be already
observed in the market [12]. The latter feature is crucial
from the point of view of energy self-sufficiency. Low energy
consumption may allow to operate with energy scavenged
from the environment [13], [14], [15]. Energy sources that
are potentially useful here include heat and solar.

One of the possibilities is the development of the sensor
as a system-on-chip (SoC) or system-in-package (SiP). In
the first case, in a single integrated circuit are placed the
blocks responsible for measuring a given physical quantity,
anti-aliasing filtering, conversion of measured analog signal
to digital domain, and analysis of the collected data and their
transmission to the base station.

)

Examples of devices that meet these criteria can be already
found in the literature. An example of the sensor used to mea-
sure air pollution is the device provided by Texas Instruments
[16]. This device uses an optical measurement method of the
PMs 5 and the PM ¢ particles. This is a fairly popular method,
frequently used in devices described in the previous Section.
In this case, the light stream passes through the chamber that
is exposed to air and thus contains the air sample. The stream
scatters on the pollutant particles. As a result, the current from
the photodiode located on the other side of the chamber is
correlated with the concentration of pollutants suspended in
the air.

Assuming the measurement frequency even at the level of
once a minute, most of the time the device may remain in the
standby mode, in which it consumes only a minimal amount
of energy. Another possible way of saving energy, is the use of
an edge computing concept, popular in recent time, in which
even advanced signal processing algorithms are implemented
directly in the sensor devices [17], [18], [19]. Thanks to this,
only part of the measured data needs to be transmitted to the
base station. It is important, as the RF data transmission block
may consume up to 80-90 % of total energy consumed by the
device [20], [21], [22].

In one of our earlier works we proposed an algorithm of
this type [3]. Its input signal are samples of the measured
pollutant. These samples within a specified time horizon are
saved in the internal memory of the algorithm. Its role is to
directly control the block responsible for data transmission.
Its operation principle is based on detecting periods, in which
the level of a given pollutant does not change significantly.
During these periods the data transmission is performed less
frequently.

Below we briefly present an overview of the proposed
algorithm [3]. This description is necessary to properly present
our recent research results. In this work, we focus specifically
on digital filters, which are one of its main components of the
algorithm.

y
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;
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Fig. 1.
radio-frequency (RF) communication.

A general structure of the proposed algorithm used in the analysis of the recorded air pollution data. The block provides a direct control to the
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A. Proposed algorithm for analysis of air pollution data

A general block diagram of the algorithm is shown in Fig-
ure 1. It is based on several operations, which include filtering,
computing of variance and standard deviation, comparison of
signals, etc. Initially, the input signal is processed in a single
channel. At this stage, the signal is enhanced with the use of
low order low-pass filter (LPF1). Then calculated is an average
(Mean) value from the input samples over a window with a
given length. To reduce the complexity of internal memory
block, we applied a low pass infinite impulse response (IIR)
filter of low order. As a result, the Mean value is computed
recursively. This requires keeping in memory a previous mean
value and the new sample.

Then the signal processing takes place in two parallel
channels. In one of them, the variance is calculated, also in
an iterative way [23]. In the second channel, the signal is
first filtered using the 1 * order high-pass filter (HPF), with
the coefficients [0.5, -0.5]. The output signal from this filter
illustrates how much the input signal changes in-between two
adjacent measurements. If the input signal is noisy, the output
signal from the HPF filter is also noisy. For this reason we use
another low-pass filter (LPF2), whose role is to extract a trend
of the changes, even when the input signal is very noisy. The
absolute value of the signal is calculated after the LPF2 filter.
This operation is performed, as the algorithm should react in
the same way to signal changes in both directions.

The signal from the first channel is used as the adaptive
threshold, which is compared with the signal from the second
channel. As a threshold, one can directly use the computed
variance, or the standard deviation, which may be obtained
by calculating the square root of the variance. In our previous
work, both these signals were used for testing purposes. They
were compared either directly with the output signal from the
ABS block or with its square.

The resultant enable signal (EN) from the comparator
indicates when data should be transmitted to the base station.
Either the directly measured signal or the signal after its
filtration may be sent do the base station. The second one
facilitates its further processing on the base station side.

B. Proposed reconfigurable filter

The algorithm has been designed so that it can be reconfig-
ured depending on the input signal parameters, mostly noise
parameters. In practice, this largely means the possibility of
changing the parameters of the applied filters. For larger noise
levels, higher filter orders are used, however at the price of
larger group delays (a trade-off).

To keep the filter structure compact, finite impulse response
(FIR) filters with flat frequency responses have been applied.
Comprehensive software level investigations, presented in [3],
show that such filters are sufficient in the described applica-
tion. In filters of this type coefficients have simple integer
values and thus may be easily implemented in hardware in
fixed point arithmetic.

The proposed filter has been implemented in a modular way.
It consists of serially connected 1% order sections with equal
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absolute values of the coefficients. As a result, each subsequent
section increases the steepness of the transient band of the
frequency response, thus improving the selectivity of the filter.
At the same time, an approximately linear relationship between
the filter length and the complexity of its hardware structure
is maintained.

The structure of the programmable filter is shown in Fig-
ure 2. It is a modified version of the structure that was only
briefly presented in [3]. In the current version, we introduced
the ability to achieve both the low-pass and the high-pass
filtering mode in a single circuit.

To make it possible, each of the 15* order sections should
enable switching their coefficients between [1,1] and [1, —1].
An advantage of this solution is that the filter does not
need multiplying blocks. A single 15! order section requires
only a single multi-bit asynchronous summing or subtracting
operation, depending on the filtering mode. The block that
allows the realization of these two operations is marked as
SUMB in the diagram, shown in Fig. 2. It is switched over
with the use of a single 1-bit SLH signal.

Depending on the required filter order, N, a corresponding
signal my, is set to 1, while only one of the my, signals may
be set to ‘1°. Each of these signals controls its corresponding
switch, thus providing output from a given 15 order section
to the input of the block, which is marked as DIV. The role of
the DIV block is to normalize the signal at the filter output.
This is carried out throughout the division (thus DIV) of the
output from a given 15 order section by the sum of the
absolute values of the used filter coefficients. In case of the
flat frequency response, this sum is always one of the powers
of the number 2 (2). In practice, the division operation boils
down in this case to a simple shift of the bits by k& positions
to the right. The DIV block may be realized either as a field
of switches, controlled by the my, signals, or as a set of AND
logic gates.

o SLH

my DIV

— >k e}

Fig. 2. Structure of the reconfigurable filter with flat frequency response
(version 1). The 1-bit SLH signal switches the filter between low-pass and
high-pass modes.
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Fig. 3. An n-bit, parallel, asynchronous summing / subtracting circuit
composed of a series of 1-bit full adders.
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Two approaches can be used here. In the first one, presented
directly in Fig. 2, all 1%% order sections are active, which
means that their delay lines and the SUMB blocks are working
independently on which my, signal is ‘1’. A disadvantage of
this approach is that all 15* order sections consume energy,
even though part of them do not participate in computing the
filter output signal. However, this approach has one important
advantage. When the noise level changes and it is necessary
to switch the filter order to a higher value, it can be done
immediately, without introducing any distortion into the output
signal. It can be said that the filter internally calculates the
output signals (non-normalized) for all possible filter orders,
resulting from the number of the used sections. Since the nor-
malization is an asynchronous operation, it can be performed
quickly. In this case, for a given input signal sequence, one can
receive, practically in parallel, output signals for all or several
selected filter orders, IN. To achieve this, an appropriate my
sequence should be applied for each new input sample. For
each following my signal, it is necessary only to read the
resultant sample from the filter output.

In the second approach, shown in Fig. 4, to save energy,
one can turn off unused 1% order sections. In this case,
additional switches are placed in-between particular sections.
These switches may be realized as logic AND gates. They are
controlled with the use of additional M, signals, determined
asynchronously on the basis of the my signals. The block
responsible for computing the M}, signals is shown in Fig. 5.
A chain of OR gates causes that always all M; signals become
‘1’, where [ < k.

The delay element (T) in each of the 15¢ order sections was
implemented as a block of D flip-flops (one per each bit).

in |

DIV

>k o)
Fig. 4. Structure of the reconfigurable filter with flat frequency response

(version 2).

My M, M, M,
msj ) m

my

Fig. 5. An asynchronous circuit used to compute M} signals used in the
filter on the basis of mj signals.

These memories were selected in this case because of the sta-
bility of the stored information. The filter structure is activated
relatively rarely (once per minute). For this reason, memories
with a long storage time are mandatory here. However, this
block itself can also be implemented in a different way. Delay
elements in all sections are switched at the same time, so they
can be controlled by a simple 1-phase clock.

C. Implementation details and verification

The filter was initially tested by means of the software
model along with the overall proposed algorithm. The results
of these investigations are presented and commented, in detail,
in [3], for different levels of the noise in the input signal. In
[3] we also proposed a general structure of the filter, without
implementation details.

The filter has been recently realized at the transistor level
in the Hspice environment. Selected simulation results are
provided in Fig. 6, for a single 15* order filter section. To
facilitate the presentation, the results are shown for 4-bit input
signals (adjacent signal samples). However, in general, the
overall circuit was designed to process 8-bit input signals,
varying in the range from O to 255. The resolution can be
easily extended, by increasing the sizes of the SUMB and
the T (delay) blocks. In Fig. 6 two modes are tested (low-
pass and high-pass filter), witched by the Vo, signal. In the
subtraction mode, at the filter output we obtain directly the
absolute value of the difference between samples. This means
that an additional ABS block is not required.

Without a signal normalization, each section doubles the
gain, adding one bit. As a result, in following sections the
signal resolutions were 9, 10, etc. bits. The normalization
could be performed after each section, by dividing its output
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signal by 2. Such division would not require any additional
circuit. It would be sufficient to simply ignore the least
significant bit (LSB). In this approach each section would
have equal structure, thus simplifying the implementation of
the overall filter. It is suitable for larger resolutions of the
input signal (e.g. 16-bit). In the tested case i.e. for small signal
resolutions, the signal was normalized only at the final stage
of data processing (DIV block), to avoid too large distortion
of the signal at early processing stages.

Since the output signal from the HPF filter may have
negative values, therefore at this stage the signal is coded in the
two’s complement code. For this reason, LPF1 and LPF2 filters
work in a slightly different way. However, the differences are
not significant.

Each section requires only a single summing and subtracting
block, as well as a given number of 1-bit memory cells. It can
be shown that the number of transistors per a single bit equals
about 70 (26 in DFF and 44 in 1BFA). For the filter order of
16, assuming signal normalization at the end of the filter in
DIV block, for an initial 8-bit input signal, the average number
of bits in a single section is 16. For a filter order N = 15, 16
described sections are required, so the number of transistors
in the overall circuit equals about 16 - 16 - 70 = 17920, not
counting the DIV block.

IV. CONCLUSIONS

The paper presents the implementation of a flexible FIR
filter for the application in systems requiring relatively low
hardware complexity (in this case air pollution sensor). The
flexibility here means the ability to adjust the frequency
response of the filter to current properties of the input signal,
which may vary in a wide range.

The design of the filter is part of a larger project, which at
this stage aims to implement the overall described algorithm.
The filter is one of its main components.

The filter can be easily switched between low-pass and high-
pass modes. One can also introduce an independent control of
selected filter sections (separate SLH signals). For example,
the first section could be implemented as a high-pass filter,
while the next as low-pass filters. In this case, a single
presented structure would be used as a substitute for both the
HPF and the LPF2 filters.
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Abstract—This paper presents a low power, low noise
preamplifier stage with simple common mode desensitization
circuit for dynamic comparators. The target application of the
proposed circuit is analog to digital converter for biomedical
applications. Adopting TSMC 0.18um technology, the proposed
circuit is designed to work in weak inversion using gm/Ip design
methodology. The simulation results show that the preamplifier
stage consumes less than 32nW using power supply of 0.75V. The
input referred noise is 17nV, DC gain of 43.15dB and unity gain
frequency of 300 kHz.

Keywords—component; formatting; style; styling; insert (key
words)

L INTRODUCTION

Ultra low power consumption is an essential specification
for biomedical devices especially portable and wearable ones
where they designed to operate with a small non-rechargeable
battery [1]. A typical interface to biomedical sensor consists of
analog-to-digital converter (ADC) and digital signal processing
block. The ADC can be considered the most critical component
in such an interface, because the system behavior depends on
ADC output. Typical specifications of ADC for biomedical
applications are moderate resolution (8-12 bits) and sampling
rate of about (1-100kS/s). Figure 1 shows typical biomedical
signal frequency and amplitude. [2], [3].

At the heart of the ADC is the comparator circuit or the
decision making circuit, which must be designed carefully to
satisfy low power consumption, low input referred noise, high
resolution to detect the minimum change, and a minimum delay
time for a relative small input (small overdrive recovery) [4-6].

The comparator function is to convert small signal, which is
millivolt or microvolt higher or lower than a reference level, to
digital signal swing from rail to rail. Dynamic comparator is an
excellent choice for low power consumption since no static
current is consumed [7].

Usually the Dynamic comparator consists of regerentive
latch circuit preceded by a preamplifier stage. With a high gain
of the preamplifier stage, the influence of noise and mismatch
can be reduced [8]. The power consumption of portable
biomedical devices is a crucial specification. Targeting a low
power comparator for biomedical applications, this paper
presents a small area, low power comparator with simple
common mode desensitization circuit. The consumed power is
utilized efficiently by designing the circuit such that the

2 EMG

Voltage (V)
S

10' 102 10° 10*
Frequency (Hz)

Figure 1. Biomedical signal frequency range [3]

transistors work in weak inversion region. The design is done
using gn/Ip design methodology. Where the gn/Ip design
methodology has been proven to be a robust design method for
modern MOS transistor that deviates from the classical square
low behavior [9-11].

The paper is organized as following; section II describes
MOS transistor model in the subthreshold region. The gm/Id
design methodology is described in section III. In sections IV
and V, the circuit design, simulation results and discussions are
presented followed by the conclusion.

II.  MOS TRANSISTOR IN SUBTHRESHOLD REGION

By definition, for MOS transistor when Vgs is less than
threshold voltage Vi, the MOS transistor works in subthreshold
or weak inversion region where the current can be described
by [12]

—Vbs

- ) (1)

w Ves—Vin
I = MCUJCTVT2 e ™r

where n is sub-threshold slope factor (~0.5 to1.5), Vr is the
thermal voltage. W, L. are the transistor width and channel
length. Vps, Vgs and Vy, are the drain-source voltage, gate-
source voltage and threshold voltage respectively. Weak
inversion operation results in highest transcendence efficiency
which make the most energy efficient implementations for
biomedical applications taking into account that in these
applications the processing bandwidth is less than 1 MHz,
therefore, there is no need for high speed circuit [13].

A small signal model for MOS transistor in weak inversion
region was developed in [14].
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Ip =Vbs
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Ip
Jas = V. Vps > 4Vr 4
A

The power spectral noise of the MOS transistor in
subthreshold region is given by [14] and shown in Equation (5).

2
KrGm” )
fWLC,,

The first term in Equation (5) represents thermal noise while
the second term represents the flicker noise. As it can be
inferred, the flicker noise term can be reduced or make it
negligible if the input pair transistor size is made sufficiently
large.

PSD%~ = 2KTng,, +
nd

I11. Gy/Ip DESIGN METHODOLOGY

As technology advance, i.e. the channel length of MOS
transistor decreased, the classical square law fails to accurately
describe the modern MOS transistor drain current, wherein, the
short channel affect must be taken into account [9]. Also, as it
is indicated in Equation (1), the current-voltage relation is an
exponential dependence and the MOS works much like
aBIT [10].

gw/Ip design method based on the inversion level of the
MOS transistor has been proposed to overcome these issues and
others [9-11]. Where the ratio of gu/Ip can be used as a proxy
to design analog circuit in all operating region as shown in
Figure 2.

The design procedure for MOS transistor based on gu/Ip in
the weak inversion introduced by [11] has been used to design
the preamplifier stage. The proposed design procedure is based
on pre-computed lookup tables, where sweeping all transistor
node voltages and channel length L, then compute small signals
parameters (gm, fr, gds, Cgq, etc...). After that using a numerical
optimization Software like MATLAB, the designer can
optimize the circuit performance based on these data and the
transistor width and channel length can be decided accordingly.

30

25 - = |
Weak
20 inversion Moderate |
< inversion
@,
o 15+ |
= Strong
ol inversion 1
Al d
0 : ‘ : l ‘
1010 10° 108 107 10° 10° 10
Jp, [Aum]

Figure 2. Transconductance efficiency versus current density of the selected
technology
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IV. COMPARATOR SUB-CIRCUIT DESIGN AND SIMULATION

A. Preamplifier Circuit

The preamplifier circuit is the preceding stage of the latch
stage. The purpose of the preamplifier stage is to increase the
comparator resolution, overcome the kickback noise and offset
voltage of the latch [16]. The preamplifier circuit has been
chosen with a minimum number of transistor, to minimize the
output noise.

The proposed preamplifier circuit is shown in Figure 3. The
common mode output is quite well defined and equal to the
difference between Vpp and Vsg of PMOS transistor. While for
difference mode output the gate of PMOS transistors is virtually
ground. The branch composed of (M7 and M7) or (M8 and M9)
represents a very high resistance since all transistors work in
subthreshold region. The resistance of each transistor ( R.4) can

be given by Equation (6) [17]

R Vo -(Vas;‘/-Vth)
= —-¢e nvr
eq w (6)
UCox T VTg

where V) is constant positive voltage

Since the resistance of the branch (M6-M7) or (M8-M9) is
much higher than the output resistance of M1 or M3, the DC
gain of the circuit can be given by Equation 7.

Im1
I

dds1 Jds3

g0 + gH09

ID 1 ID 1

The design procedure for the preamplifier stage in weak
inversion using the g./Ip design procedure is as follow:

A, = (M

e Compute g,, =2*m* f, * C;; where C; is assumed
to be S0fF and unity gain frequency f;, is IMHz

e Sweep Jp to determine gu/Ip using Lookup tables

e Determine I, = Sm

Ip

e FindswW =2
Jp

TSMC 0.18um technology was adopted. Following the
mentioned design procedure, the sizes of transistors are as
shown in Table I.

g [H—

Vol Vo2

M7 M6 M8 M9
ViL{ M1 M2 P’iz

Bias_{ M5

Figure 3. Proposed preamplifier circuit diagram



TABLE I
PREAMPLIFIER TRANSISTOR SIZES WHERE DIMENSION IN uM
Transistor M, Mg M; Mszs89
w 25 5 5 5
/ L / 2 / 2 / 2 / 0.18

B. Latch Design

The StrongARM latch circuit, shown in Figure 4, finds a
wide range of applications such as sense amplifier, and
comparator. It is popular because of it can produce rail to rail
output and consumes zero static power [18]. The circuit design
procedure and design operation can be found in [18 - 20]. The
following lines briefly describe the operation of the latch.

e When the clock is low, transistors M4, M;s, Mys, and
M;; are used to pre-charge the nodes, which are
connected to their drains, to Vpp. This is called pre-
charging phase.

e Once the clock switches to high state, the evaluation
phase starts. The nodes connected to the drains of input
transistors Mg and My . discharging at different rates
depending on the inputs Viy and Vig,.

e The cross-coupled inverters composed of (Mjyp and
Mi,) and (Mi; and Mi3) act to decide the final outputs

of the latch.
@3 M15 CLK

CLK M14 MLE|

=~ Vout _ +
M£| En
Vil;{ M8 M9 ’»\/iz

C'—q M18

Figure 4. StrongARM circuit diagram

V. SIMULATION RESULTS AND DISSCUSSION

The simulation results of the preamplifier circuit show that
the DC gain of the preamplifier stage is 43.15dB, -3dB
frequency is 2.13 kHz, power consumption is 32nW and total
equivalent input referred noise is 17.13uV in the range of [|Hz-
10KHz]. The frequency response of the circuit is shown in
Figure 5.

Table II shows a comparison with pervious works. The
obtained simulation results show that the presented design is
competitive with the previous works in terms of power
consumption and input referred noise due to the compact
design. The power consumption and gain has been tested
against the process variation of the adopted technology using
Monte Carlo simulation for 500 runs. The results are shown in
Figure 6, 7.

The complete comparator circuit is shown below in
Vyer = 222 = 0375V is

Figure 8. The reference voltage >

chosen as a threshold voltage of the comparator. The test signal
is shown in Figure 9. Delta is set to be 50uV. Where Delta is
the difference between threshold voltage and input signal. Vou
is the difference between outp and outn, Vin is connected to Vi;
while Vi, is connected to Viz). The delay of the comparator is
function of differential input signal, i.e. if the input signal get
smaller the delay time will increase, so to detect a small
differential signal the frequency of clock must be reduced. This
is shown on Figure 10 where a relation between the minimum
resolvable differential input and the clock frequency.

Preamplifier Gain

50
40t =
30+ N
\
5 20+
£
8 10}
0 \
10
-20 :
10° 10? 10* 108
Frequency [Hz]
Figure 5: Preamplifier Stage DC gain
TABLE II
PREAMPLIFIER COMPARISON TABLE
This work
Reference [23] [4] [24] (Simulation)
Technology 130 180 500 180
[nm]
Power supply
1.2 0.75 33 0.75
[V]
DC gain
[dB] 40 45 47 43.15
Transistors number 8 13 12 9
Input referred noise 1.4 63 1.8 17.13
[uv] (10-100K) | (1Hz-5KHz) | (1Hz-10KHz) | (1Hz-10KHz)
f\;,v]ver consumption | - 55 4, NA 53.13u 31.94n

Gain Distribution with Process M=500
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Figure 6. Monte Carlo gain distribution
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{]-\ggrage Power Cinsumption Variation with Process M=500

Number of Occurrences

20 40 60 80 100 120
Power Consumption [nW]

Figure 7. Power consumption distribution
VD!

D
M3 }——{ M
£ +—

ry I3l

5y 3 fve
M7 M6 M8 M9

Figure 8. Comparator circuit

VI. CONCLUSION

A low power preamplifier stage for biomedical ADC
application has been introduced. The proposed preamp is
combined with StrongARM latch and the whole comparator is
designed to work in weak inversion using gu/Ip design
methodology adopting TSMC 0.18p technology. The results
show that the preamplifier stage gain is 43.15dB and an input
referred noise of 17.13 uV. The proposed circuit is competitive
with the previous works in terms of power consumption, active
area and input referred noise.
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Abstract—This paper describes the design of the 17-channel
readout integrated circuit targeted to front-end operation for
photodiodes array. Proposed system contains an analog front-
end electronics digitally configured using built-in Serial Periph-
eral Interface. Each signal channel has been designed for one
particular set of photodiodes. Chip was designed and fabricated
utilizing CMOS 0.18 ;:m technology and occupies area of 4960 ;:m
x 1525 pm. Total current consumption is expected to be less than
33 mW (with 3.3 V supply).

Keywords—CMOS, ParCour, photodiodes, readout.

I. INTRODUCTION
A. ParCour Project

Actual particle counters are bulky and costly devices. Their
sizes, weights and power consumption make them stationary
devices without an option of mobility.

Under the Particle Counter (ParCour — 2/POLBER-3/2018)
project, the established consortium develops new solutions,
applicable in mobile devices. A measurement apparatus, which
is based on a new and unique particle counting method, allows
to minimize the size, cost and power consumption with the
comparable level of accuracy. Readout circuit described in this
paper is meant to be an important part of the final device.

The basics of the measurement system are presented in Fig.
1. Implemented particle detection mechanism is based on a
Fraunhofer diffraction. Generated LED light is transmitted via
an input optical system (2) to form a parallel light beam.
Obtained flux is fed to the test cell (3) containing particles
to be counted. Due to the scattering, the diffraction image is
created on a detecting photodiodes (PDs) (6) layer, formed as
an array shown in Fig. 3. As a result, the PDs create a current
signal observed by the measurement tools [1].

3
—

W ) ,}
/[ [ il
S

v
L. 32

vad

Fig. 1. Particle counting technique idea developed under ParCour project.

112

The measurement system is depicted in Fig. 2. Developed
PDs array generates the current response, proportional to the
intensity of received light. Then it is converted into a voltage
signal and amplified using dedicated integrated circuit (AMP).
In order to control and calibrate the main parameters of AMP,
a standard microcontroller (MCU) will be used. System output
signal can be observed with oscilloscope (OSC). In target
application, MCU and AMP units are going to be assembled
on the same printed circuit board (PCB). Dedicated algorithm,
also developed under ParCour project, allows simultaneous
counting of different sizes particles.

PCB;

TEST TUBE!

LASER

Fig. 2. Overall measurement system (icons from www.flaticon.com).

B. Photodiodes Array

Photodetector array was designed in order to detect the
distribution of the light diffraction pattern, generated by the
scattering on a single particle. The PDs must be able to detect
the maxima and minima of the diffraction images. Therefore
PDs array is organized as a ring structure (Fig. 3a) and consists
of 17 sections with different sizes and positions corresponding
to Bessel function distribution. The sizes (r, R — internal and
external radius, A — PD area) and basic parameters (/g —
max. current, Cy — PD capacitance) are presented in Table I.

The smallest, central PD section (20um diameter circle) is
used for calibration procedure and the remaining 16 sections
form 120 deg arms. Such a layout fulfills the design rules

Copyright © 2020 by Department of Microelectronics € Computer Science, Lodz University of Technology



TABLE I
PHOTODIODES PARAMETERS

no r R A Imax Cd

unit | [pm]  [um] [mm?]  [pA]  [pF]
1 3414 54.14 0.002 0.046  0.046
2 74.14 1115 0.007 0.180 0.180
3 131.5 1923 0.020 0512 0.512
4 2123 3043 0.049 1.237 1.237
5 3243 4577 0.108 2712 2712
6 4777  664.6 0.222 5.550 5.550
7 684.6 9384 0.428 10.71 10.71
8 958.4 1286 0.765 19.12 19.12
9 4325 6737 0.003 0.070 0.070
10 | 87.37 131.1 0.010 0249  0.249
11 151.1 2576 0.027 0.683 0.683
12 | 251.6  348.1 0.093 2318 2318
13 368.1  523.0 0.144 3.588 3.588
14 | 543.0 1619 0.297 7426 7426
15 781.9 1083 0.584 14.601  14.60
16 1103 1500 1.074 26.868  26.87
0 0 14.14  0.0006 80 0.016

regarding the distances between each PD section, as well as
metal paths.

Manufacturing technology is based on a well established die
PD CMOS process, developed at Lukasiewicz-ITE [2]. This
technology allows the relatively easy tuning of the sensitivity
function maximum by the modification of the passivation
dielectric layers thickness.

In order to facilitate the PDs integration with designed read-
out electronics, PDs array has been assembled in a standard
PLCC32 package (Fig. 3b).

Fig. 3. Developed photodiodes: a) array structure, b) packaged sensor.

II. OVERALL ARCHITECTURE

The overall structure of the PDs readout IC is presented
in Fig. 4. Designed chip is equipped with 17 pure analog
signal inputs, 17 pure analog signal outputs, Serial Peripheral
Interface (SPI) and several diagnostic and auxiliary ports.
THe analog path of the system can be reconfigured using
implemented digital block, controlled via already mentioned
SPI. Both domains (analog and digital) are separated from
each other, in order to minimize the noise and distortion
effects.

Designed analog block consists of 17 separate channels, one
for each photodiode forming the detection array. Parameters
of particular channel has been suited to the expected charac-
teristic of corresponding PD. In general, developed front-end

NO > > ouTO
__.\7{}\,_

N1 S~ | ™~ |oum
1>

2 : ouT16
—

IN‘IG'L

AMP_CTL OFF_CTL
HEREN

reset

— PoR SPIBLOCK
SPI_BUS

Fig. 4. Overall structure of the PDs readout IC.

circuit provides a conversion from input current signals to the
output voltage domain.

Digital interface provides configuration capabilities of the
mentioned analog block parameters. It is composed of internal
calibration registers for each channel and a SPI slave receiver.
It also ensures the reset process at every power supply event,
with the use of implemented Power-on Reset (PoR) block. Due
to the utilization of SPI bus, chip can be easily controlled using
the wide range of programming devices (microcontrollers,
processors, etc.).

Presented readout IC also consists of built-in bandgap
reference (BGR) source, providing internal reference voltage.
Several internal signals can be observed via dedicated ports,
enabling diagnostic and more detailed measurement process.

III. ANALOG PART

Each of the analog channels is based on the same architec-
ture, presented in Fig. 5). Single signal path is composed of
two amplification blocks: a transimpendance amplifier (TIA)
and a voltage amplifier (buffer). Gain and output offset values
of these two stages can be controlled (within a limited range)
by digital block (see Section IV). The only exception from
the scheme described above is channel number O, dedicated
to the smallest, central photodiode. Due to the smallest internal
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capacitance and the largest expected output current, a separate
signal path structure had to be used.

AMP_CTL[3:0]
i
IN IB1
AW —
200 mv ouT
200 mv
OFF_CTL1[3:0]

OFF_CTL2[3:0]

Fig. 5. Single channel architecture.

A. Block Scheme

The TIA block is based on a standard two-stage operational
amplifier (opamp). Several auxiliary ports were added for
diagnostic and calibration purposes. A configurable resistor
is used in the feedback loop for purpose of controlling the
current-to-voltage gain of this stage.

Input stage of an opamp itself is based on PMOS differential
pair. Reference 10 pA bias current must be fed to the amplifier
via current input IB1. An active load of the device is realized
by a current mirror. A class-A output buffer with NMOS
transistor is used in order to minimize input-reffered noise
[3].

OFF_CTL1 4-bit port provides configuration of an opamp
output offset voltage. First bit controls the sign of this offset
(+/-), the remaining 3 switch on/off the additional PMOS
transistors connected in parallel to the input differential pair.
Effectively, the width of each transistor is controlled and the
amplifier output offset value can be adjusted within the (-10
mV; +10 mV) range.

The current-to-voltage gain of TIA can be controlled by the
circuit depicted in Fig. 6. 4-bit control signal A[3:0] is used for
on/off switching of NMOS transistors, resulting in connection
changes for particular resistors.

aR 4R 2R = R
—\VVh—

ﬁB]T NEIT ﬁ[1]T ﬁ[U]T

Fig. 6. Implemented digitally-controlled resistor. Terminals B and C are
connected to the TIA feedback loop.
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At the end of each channel signal path, an voltage amplifier
is placed, providing desired gain value and proper output
load. The amplifier is based on a standard non-inverting
architecture [4], with several additional components needed
for proper stability. Similarly to TIA block, the output offset
of voltage amplifier also can be adjust utilizing 4-bit digital
port (OFF_CTL2).

B. Channel Characteristics

Designed IC has been comprehensively simulated using
software from Cadence Design Systems and adequate PDK
(Process Design Kit). Assumed photodiodes parameters were
in accordance with values specified in Table I.

The Table II shows simulated channels parameters. Wide
range of input currents results in different characteristics of
each channel.

TABLE II
ANALOG CHANNELS MAIN PARAMETERS

channel max. input max. gain | output settling
’ current [pA] ‘ (V/uA] time [ps]
1 0.055 30.813 12
2 0.225 7.972 6
3 0.615 2.842 6
4 1.506 2.349 5
5 3,289 1.047 45
6 6,897 0.510 4
7 12.90 0.270 35
8 23.26 0.150 2.5
9 0.087 19.71 12
10 0.309 5.600 7.5
11 0.833 2.084 5
12 2.703 1.238 5
13 4.397 0.778 4
14 9.091 0.374 4
15 17.70 0.204 2.5
16 32.26 0.110 2.5

Exemplary simulation results for channel number 3 are
presented in Fig. 7.

550.0 =

E [in=0,5TuA
450.0 2

Chan_3

350.0 =

1(nA)

250.0 =
150.0 =

50.0 lin=51nA

2P0

09

03

0.1

-0.1

o]

™ A Y S i "R M VA i B M B SO D i R e B e
0.0 20 4.0 6.0 8.0 10.0 12.0 14.
time (us)

Fig. 7. Simulation results for channel number 3: current input pulses (top)
and corresponding voltage output signals (bottom).
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Fig. 8. Single SPI transmission sequence.

Similar analyses have been performed for all remaining
channels. It has to be mentioned that values presented in
Table I are preliminary and will be verified during the further
measurements of fabricated PDs structures. Any disparities
between predictions and final parameters values can affect
readout IC performance in the target application.

IV. DIGITAL PART

As it has been already mentioned, the main role of the dig-
ital part is to provide proper calibration settings for the whole
readout IC. Each of the 17 analog channels is equipped with
3 4-bit configuration registers, which results in 51 registers in
total.

A. SPI Interface

Every single configuration register can be accessed using
SPI protocol [5], implemented in designed IC. Particular
register configuration requires transmission of a single data
frame. Such a frame contains 16 bits, but only first 11 of
them (starting from the LSB) are used for configuration - last
5 bits of each data word are redundant and their values can be
ignored. A single SPI transmission sequence takes 16 clock
cycles, so proper configuration of all internal registers lasts
17-16 - 3 = 816 cycles. In Fig. 8 a transmission sequence of
a template 16-bit data frame is shown.

Fig. 9 presents the overall structure of a single data frame.
First 5 bits describes channel number, the next 2 distinguish
register type, and then a 4-bit configuration word is given.
Every one of 51 implemented registers must be set individually
- independently from others.

b00 b01 b02 bO3 b04 bOS b06

b07 b08 bh09 b10 bll-blS

channel number register number
00000 — channel 0
00 — TIA gain

00001 — channel 1
. 01 —TIA offset

10 —amp offset

11 —not used

configuration word | not used

10000 — channel 16

Fig. 9. 16-bit data frame for SPI.

It has to be noticed that data bits should be fed to the serial
data input in the reversed order (compared to the data structure
presented in Fig. 9): MSB first, LSB last. For example, frame
XXXXX11111010000 stands for configuration word 1111 that
is stored in TIA offset register (01) for channel 1 (00001).

B. Calibration Registers

For each channel, the first calibration register provides
TIA gain control, while the second and third ones allow
voltage offset adjustment of — respectively — the TIA and
voltage amplifier blocks. The calibration mechanism has been
described in the previous section.

Fig. 10 presents the summary of the registers data structure
for a single channel (names correspond with ports in Fig. 5).

REGO
AMP CTL

REGI
OFF CTLI

REG2
OFF CTL2

(TIA gainregister) | (TIA offset register) | (AMP offset register)
Is I 17

Iy I To e Is T4 Il"s I

Fig. 10. Single channel registers set.

V. CHIP OVERVIEW

Designed IC was fabricated in UMC CMOS 180nm tech-
nology, occupies area of 4960 pm x 1525 pm and is equipped
with 57 I/O pads. Total current consumption has been esti-
mated at 10mA for the complete chip (at 3.3 V power supply).

Fig. 11 shows the ASIC layout (left) and single structure
mounted in 68-lead PLCC package (right).

Fig. 11. Designed readout ASIC: layout (left) and mounted structure (right).

VI. CHIPS MEASUREMENTS

A dedicated test setup (Fig. 12) was developed to handle
functional tests and parametric characterization of the man-
ufactured ICs. It is built in a form of a complete, modular
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device, placed in the shielded enclosure. Its main board con-
tains the USB to UART converter, featuring galvanic isolation
and the local MCU responsible for translation of the UART
data frame to the SPI bus messages, to be sent to the device
under test (DUT).

Fig. 12. Test setup for ICs measurements.

The most important task carried out by the test setup is
generation of very small, current-type, controllable AC stimuli
signals, tailored for each channel. This is performed by the
analog circuitry located at the add-on cards, individual for
each channel. The first variant of the add-on card deploys
the HCNR201 — high-linearity optocoupler from Avago [6].
This device incorporates in a single package the LED and
two closely-matched photodiodes. The input photodiode is
placed in the feedback loop controlling the LED operation.
In this manner, the non-linear light emitter behavior and its
thermal drift is virtually eliminated. The output photodiode
is connected to the input of the DUT, while the LED driver
can be controlled by the external DC or AC signal source.
To examine the channels of the DUT intended to handle
the smallest photodiodes within the sensor array, the second
type of the add-on card was developed. It deploys the fast-
photodiode-LED couple, separated from the external light,
however, the linearizing feedback loop based on the second
photodetector was not possible in this case.

The dedicated application for a PC was developed to provide
the convenient, graphical, test setup control.

At the time of writing this article, characterization of the
fabricated chips is still not finished. The authors ensure that
the results of chips measurements will be included in the
presentation during the conference.
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VII. CONCLUSION
A. Design Results

The multichannel, programmable integrated circuit for pho-
todiodes array readout has been designed. It handles different
sizes of photodiode with considerable range of calibration.
Integration on silicon reduces area occupied by the full de-
veloped particle counting system. Its low power consumption
allows to use battery power supply, if needed.

B. Next Steps

At this moment (end of February) fabricated chips are
still under characterization. First results are promising but
full measurement result will be available within the next few
months.

Finally, the integration of entire particle counting system
will be executed. The project can be extended by adding
analog-to-digital (ADC) converter and processing auxiliaries
for purpose of elimination of other measurement tools (like
oscilloscope).
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Abstract—Intermediate virtual architecture overlays atop
physical FPGA chips provide convenient abstraction level, which
can increase productivity in FPGA-targeted application
development. Individual reconfigurable modules of the overlay
can be reprogrammed independently using  partial
reconfiguration. Homogeneous reconfigurable modules can be
programmed using common configuration data, on condition that
appropriate  implementation constraints and  proper
floorplanning of the virtual architecture are provided. This paper
presents methodology that can be used to generate relocatable
bitstreams for Xilinx 7 series FPGA devices. The methodology is
based on using constraints to force Xilinx Vivado Design Suite
tools to implement multiple reconfigurable partition in the same
way. Partial Reconfiguration Flow is used to implement multiple
variants of individually reconfigurable partitions and Isolation
Design Flow is used for feed-through prevention.

Keywords—FPGA, Overlay, Virtual Architectures, Partial
Reconfiguration, Design Methodology, CGRA, Productivity

I.  INTRODUCTION

Field-Programmable Gate Arrays (FPGAs) are seldomly
used in systems that require frequent changes of functionality.
There are rational reasons responsible for this state.

A single development cycle (a develop-implement-test
iteration) of an FPGA-based application is much longer than
in the case of CPU-based software. Performing full
implementation of an FPGA project (logical synthesis,
optimization, mapping, placement and routing) takes more
time and effort than software compilation. Moreover, the
conservative FPGA development approach (manual, low-level,
hardware-aware description of complex systems in HDL
languages) is focused on quality-of-result rather than
productivity. Consequently, it is regarded as difficult,
inconvenient and time-consuming. Considering that
time-to-market parameter is of great importance nowadays,
addressing the productivity issues is crucial. To make things
worse, even with ready-to-run configurations, swapping
between different applications takes time, as it requires
reprogramming FPGA memory. Fortunately, if functionality
change can be restricted to particular subsections of the FPGA
fabric, they could be reconfigured individually using partial
reconfiguration.

Productivity gain can be obtained by exploiting the
concepts of high-level of abstraction, modularity and
reusability. Operating on higher level of abstraction is not
limited to behavioral description (High-Level Synthesis,

MyHDL) but can also be applied to the architecture model.
Instead of instantiating virtual application-specific circuits
directly in the FPGA fabric, an intermediate abstraction layer
in a form of virtual overlay architecture can be used [1,9]. In
such a scenario, the developers operate on the simplified
virtual platform regardless of the actual hardware underneath.
As overlays can consist of any components that can be
implemented in the underlaying logic - from simple
single-purpose blocks to fully functional microprocessors;
developers can be provided with any “virtual hardware” they
need. What is more, the same virtual architecture can
theoretically be implemented on various physical platforms [1]
including multi-chip systems. Consequently, functionality of a
module could potentially be transferred to different chip
without additional development, just by using another
implementation of the same overlay.

An intermediate virtual architecture can be used to exploit
reconfigurability of FPGA. In particular, an array of
coarse-grained reconfigurable modules can be implemented as
an overlay architecture. Functionality of each module can be
changed by partially reconfiguring it with its individual
module-specific partial bitstream for the particular function. If
a set of homogeneous blocks could be configured from
a single common configuration data (rather than individual
bitstreams), storage space for configuration memory could be
greatly reduced.

This paper presents a methodology for designing
reconfigurable overlays targeting Xilinx 7 series FPGAs that
can be used to obtain configuration data that can be relocated
and applied to any equivalent blocks. Theoretically, the
general concept could be adapted to other FPGAs with partial
reconfiguration support. However, due to differences between
individual architectures and tool flows implementation details
presented in this paper may be inapplicable.

II.  PARTIAL BITSTREAMS IN XILINX 7 SERIES DEVICES

Xilinx 7 series FPGAs comprise four 28nm FPGA families
— Spartan-7, Artix-7, Kintex-7 and Virtex-7, targeting different
ranges of system requirements — from low cost to high
performance [7]. All the 7 series devices offer advanced
high-performance reconfigurable logic based on 6-input
look-up tables (LUT), enhanced with: 36kB dual-port RAM
blocks, DSP slices with 25x18 multipliers and 48-bit
accumulators and additional integrated blocks (like XADC
and PCle controller).
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Resources in all of the 7 series devices are organized on
anon-regular two-dimensional grid — defined by XY
coordinates (referred to as horizontal (X) and vertical (Y) for
the scope of this paper). Internal structure of all 7 series
devices is divided into clock domain regions (with far more
horizontal than vertical splits). Resources of each type
(excluding clock resources) are organized in form of vertical
columns (Fig.1). A single column contains only one type of
elements (LUTs, BRAMs, switching blocks etc.). Each
column is divided into smaller sections associated with each
clock domain region the column is crossing. Entire section is
either populated with appropriate resource type or left empty

(Fig. 1).
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Fig. 1. General model of spatial distribution of resources in Xilinx 7 series
devices

FPGA reconfiguration is performed by overwriting
obsolete configuration data with a new content bitstream.
Xilinx 7 series FPGAs (excluding 7A12T, 7A25T and
Spartan-7  family) support partial reconfiguration —
reprogramming a single section of an FPGA with no effect on
the rest of the fabric. In general, any design using partial
reconfiguration can be divided into a set of partially
reconfigurable modules (RM) and the static part (that remain
unchanged during partial reconfiguration). As the
configuration is written in chunks corresponding to physical
distribution of the programmed memory, each reconfiguration
module needs to be individually assigned to a specific section
of a chip called partition [5].

The smallest addressable segment of the configuration
memory space is called a configuration frame [5, 6]. As the
configuration frame are indivisible, a single frame cannot be
assigned to more than one reconfigurable module. In the case
of Xilinx 7 series, configuration frame corresponds to
individual (clock domain region high) section of a resource
columns. The location of memory that is going to be
programmed with the configuration data is indicated by Frame
Address Register (FAR) value in bitstream file [6].
Theoretically, partial bitstreams can be relocated (i.e. written
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to a different location), by applying appropriate FAR offsets
and updating CRC value accordingly [2,3]. If the new FAR
value points to a region identical to the original bitstream
location region, configuration data would be valid, thus can be
accepted by reconfiguration controller.

If the system design could provide that a partial bitstream
(for a certain reconfigurable module) is relocatable (i.e.
operates properly and does not affect the rest of the system
when written to another location), a single configuration file
could be used for a set of equivalent blocks. Needless to say,
the more identical reconfigurable modules in the system, the
greater the storage space gain. Particularly, in the case of
homogeneous array of reconfigurable coarse blocks assigned
to identical resource sets, a single partial bitstream, applicable
to all the modules, is required for each functionality.

The methodology described in this paper is based on
aresearch conducted using Xilinx Artix-7 (XC7A200T).
However, as fundamentals of operations and software flow are
the same in other Xilinx 7 series devices and resource
organization follows same patterns, this methodology could be
applied to all Xilinx 7 series devices that support partial
reconfiguration.

III.  ANALYSIS

Although many works on relocatable partial bitstreams
have been published [10-15], very few target Xilinx 7 series
devices [2, 3]. Unlike software for some older Xilinx devices,
Vivado toolflow for 7 series FPGAs does not support
relocation of reconfigurable partitions [5,11]. Relocatability
can still be obtained by constraining the design properly [2,3].
Oomen et. al. [2] proposed a methodology for bitstream
relocation in Virtex-7, while Rettkowski et. al. [3] presented
automatic tool flow for Zyng-7000, based on very similar
approach. Both focus on different aspects and different
applications and do not address some of the challenges
highlighted in this paper. In particular, the methodology
proposed in this paper targets overlay design and focuses on
instantiating larger numbers of relocatable modules and
increasing productivity. It assumes that a virtual architecture is
fully established prior to reconfigurable module functionality
development, hence the relocatability must be addressed at the
overlay architecture development stage.

Partial bitstreams (pb) of two reconfigurable modules (RM)
A and B can be interchangeably relocatable (pb A relocatable
to RM B and pb B relocatable to RM A) only if the modules:
are assigned to identical partitions, have identical interfaces
with all ports placed and connected identically in relation to
the partition and no other logic is placed within the span of
partitions’ frames (Fig. 2). For relocatability in one direction
(i.e. pb A need to be relocatable to RM B, but rtb B does not
have to be relocatable to RM A) partition does not need to be
identical, provided that a subset of pb B is identical to pb A
and that other conditions are met (Fig. 2). For the purpose of
this study only relocation of bitstreams among identically
structured partitions is considered. The proposed methodology
assumes targeting an array of virtual coarse reconfigurable
blocks, with relocatability applied to functionally equivalent
modules, so the restriction seems reasonable.



All reconfigurable modules need to be assigned to
individual partition so they can be reprogrammed individually.
In order to assure equal mappability, all partitions blocks
assigned to the same type of RM (or to all RMs for
homogeneous overlays) need to comprise of the same set of
resources. All such blocks can implement the same
functionality. A group of functionally equivalent partitions,
with identical spatial organization of resources can be treated
as interchangeable, provided that they can be connected to the
static design identically. Each group requires its own bitstream
for each functionality, but multiple partitions in the same
relocatable group can use the same files (with added offset). If
all RMs are functionally equivalent and use identical partition
blocks — architecture is homogenous logically and physically —
a single bitstream could be used for all blocks.
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Fig. 2. Bitstream relocatability between partitions: a) Blocks I and II contain
different resources arranged in different way, this block pair does not support
bitstream relocation. b) All resources of block III are contained within block
IV, both blocks have identical port connections. Bitstream of block III can be
relocated to block IV but not vice versa. ¢) Blocks V and VI comprise
identical set of resources arranged in the same way. However, they have
different port connections. Bitstream relocatability between these blocks is not
supported.

Although Vivado Partial Reconfiguration Flow ensures that
internal placement and routing of each reconfigurable module
is contained within the partition block, and that no other logic
is placed within partition boundaries, it allows global routing
feed-through. A block containing a feed-through connection
cannot be programmed with configuration data that does not
contain such a connection (Fig. 3). Consequently, such blocks
do not support not relocatability. In small designs with limited
global routing connections, feed-through might not occur ([2]
do not address this problem at all), but in the course of this
research only feed-though did not occur only if it was
prevented by using feed-through avoidance techniques. It is
necessary to take such steps.

In order to ensure identical connection to static for a group
of partition blocks, identical (relatively to partition location)
constraints values for partition pins, placement and connection
routing can be applied to all such blocks. Theoretically, the
constraint values could be set manually, but it is not advisable
— as it require additional work effort and usually lead to
finding worse quality of results (specifically — poorer
routability) than results obtained by automated tools. Instead
of that, constraints can be extracted from automated tools
results for a single block (reference) and then applied to other
blocks once implementation is re-run.

[

-

] > .

Fig. 3. Replacing a feed-through connected black-box with another
black-box that does not contain the feed-through result in net disconnection.
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Fig. 4. Vertically adjacent partitions use connection across the horizontal
borders. Partition A cannot be relocated to partition B as no resources for port
connection are present on the left side of partition B.

Knowing that only logic and routing of the reconfiguration
module can reside within the span of its configuration frames,
the partition blocks should theoretically be aligned to utilize
the entire frames (vertical span of clock domain regions) for
best design density. As resource distribution in Xilinx 7 Series
is aligned with columns and, as mentioned before, the more
identical blocks can be designated the better — partitions can
be in close vertical proximity, or even adjacent. Consequently,
all connections to static design should be conducted across the
horizontal borders (Fig. 4). In order to make identical

119



connections possible, there must be resources left next to
partition for static design anchor points - to which
reconfigurable modules are connected (Fig. 4).

Specificity of routing arrangement in Xilinx 7 series
causes that some relocatable modules aligned to clock regions
might be unrelocatable. Vertical routing channels connected to
switching blocks in the proximity of clock domain region
borders are normally used for connections with the adjacent
clock domain region. However, if no switching blocks are
present beyond the clock domain region border (e.g. in case of
terminal clock domain region or empty space in chip), the
routing channels use a loop-back — outgoing and incoming
routes that would normally connect to a switching block in the
adjacent clock domain region are hardwired to each other
(Fig.5). Relocating configuration data for switching blocks
using loop-back to a location with no loopback would result in
net failure. If all modules need to be interchangeably
relocatable, partition blocks should be constrained in a way so
that the loopback is not contained in the partition. However, if
it is not required any block without the routing loop-back can
be used as reference block. Its content can be safely relocated
to any other location as the internal routing cannot use
switch-blocks outside of the partitions — hence the problematic
channels would never be used.

CLK | switch-
Domain
Region block
A
CLK . .
pomain | SWitch- Switch-
Region block |« block
B

1 Tl

Fig. 5. Simplified visualization of routing loopback. Routing channels used
to connect to adjacent clock domain region are looped if no switch-block is
present in the adjacent clock domain region.

In order to reduce the complexity of connections between
reconfigurable blocks and static, the nets crossing partition
borders should be of point-to-point type (with one driver and
asingle fun-out). It can be easily obtained for all nets by
inserting buffers on each net. The buffers might be realized in
a form of single input LUT [3] or as a flip-flop register. The
latter solution can helps preserving timings which may be
crucial in a large network with uneven net lengths that might
have to be dealt with in virtual architecture with different
logical and physical structure. Thus, it is strongly advised,
even if it leads to increased latency.

In Xilinx Vivado design flow routing is relative and
depends on previously executed placement stage. For the
proper constraining of input and output ports connections,
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placement of the anchor point components should also be
constrained. Considering that same relative constraints are
applied to blocks distributed spatially in the entire chip, the
anchor points must be positioned in a way that both placement
and routing can be applied to different locations. For the
purpose of easier constraining, relocatable partitions should be
designated so that they are surrounded by additional identical
resources used to place static anchor points. Last but not least,
the routing connecting RM ports to static cannot exceed clock
domain region boundaries, otherwise expected resources
might be unavailable in different location (Fig.6).
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Fig. 6. The routing for Reconfigurable Partition A crosses clock domain
regions, it cannot be exported to Reconfigurable Partition B and
Reconfigurable Partition C as the resources expected by routing are not
present there.

IV. SOLUTION

The process of implementing an application with an
intermediate virtual architecture can be divided into the
following stages:

e Logical design of the overlay with black-box
components

e Physical implementation of the virtual architecture

e  Mapping application to virtual architecture

e  Physical implementation of application in the overlay
e  Generating and uploading configuration data

The first stage defines logical structure of the overlay and
specifies entire static functionality but provide no
reconfigurable module specification other than interfaces.
There is a single design restriction. Due to specifics of further
described feed-through avoidance technique, top-level logic
should include only clock logic — all other static logic should
be placed in a static logic module on same hierarchy level with
reconfigurable = modules. @ The  final  product s
a platform-independent, logically synthesized netlist or design
checkpoint of the overlay architecture with all reconfigurable
blocks instantiated in form of undefined black-box
components.

Further specification of virtual architecture requires
platform dependent manipulations. Multiple implementations
of the synthesized overlay can be obtained by repeating the
physical implementation stage. Each implementation can
target different chip.

Once a target FPGA platform is selected, floorplanning of
the virtual architecture takes place. First of all, partition blocks



for all reconfigurable modules needs to be designated.
Resource pool sizes for partitions are be determined by
number of reconfigurable modules, their potential
requirements and device capacity. Partitions for functionally
equivalent modules should be assigned to chip sections with
identical floorplan (comprising same resources organized in
the same way), as bitstreams can be relocated only between
such partitions. In order to allow identical placement of anchor
points and prevent feed-through connections (as described
later), the actual identical section should be extended with two
additional columns at either end of its horizontal span. It is
advisable to distribute partitions vertically to cover entire span
of clock domain region, as otherwise the resources not
included in partitions would remain unused (as explained in
chapter 3). If multiple reconfigurable partitions are placed in
asingle column — at least one clock domain region with
routing resources in that column should be used as interspace
for global routing. Otherwise feed-through connections cannot
be avoided. If the number of partitions that can be designated
following these rules is less than number of logically
equivalent RMs, another partition floorplan should be
proposed for the remaining number of blocks.

Once reconfigurable design partitions are designated, the
remaining resources can be assigned to the static part of
overlay, but firstly feed-through avoidance needs to be
addressed. As all the top-level logic resides in the static
module (as mention earlier in this chapter) — Vivado Isolation
Design Flow (IDF) can be used to isolate reconfigurable
modules from the static logic [3, 4, 10]. From the perspective
of the IDF tools global routing lines connects logic assigned to
one isolated module (static), hence must be prevented from
crossing modules it is isolated from (reconfigurable modules).
In order for the module isolation to work an interspace
(commonly referred to as fence) of at least a resource column
(vertical fence) or row of basic elements (horizontal fence)
needs to be separate the modules. The resources in fence
regions must remain unassigned [4].

Finally, identical locations and connections of ports must
be forced, and implementation of the overlay can be run. For
this purpose, empty reconfigurable modules (containing only
LUT or flip-flop-based port buffers) with forced optimization
prevention option can be used in place of the black-boxes.
Theoretically, partition pins, port buffers and anchor points
placement could be fixed to certain locations. However, not
only does it require more work effort but leaving more
freedom to placer and router can actually result in better
results. Alternatively, an additional implementation can be run.
Then tool generated placement and routing for a reference
block and its anchor points can be applied as constraints to
other blocks. Nevertheless, anchor points placement must be
restricted to the area adjacent to isolation fence, as it allows
identical placement in other locations. Although LOC
constraints allow forcing logic element placement only to
a particular localization, placement assignment to a range can
be performed by a non-reconfigurable nested partition block
assignment (Fig. 7). This method can be combined with
HD.PARTPIN_RANGE (range-based pin placement) for
better control on how reconfigurable connections are placed,
without forcing any specific location [7, 8].

Isolation fences

Non-reconfigurable
block (static)

pblock

Nested

Fig. 7. Constraining locations of anchor points by assigning anchor buffers to
non-reconfigurable nested partition blocks.

Reconfigurable
partition

Non-reconfigurable
block (static)

Even with properly placed anchors the tool generated
routing might cross clock domain region borders, which would
make it impossible to apply to some locations as there is no
isolation between anchor point and the rest of static module.
However, as the initial implementation step is conducted only
to determine reference block ports connections — it can be
conducted using different set of constraints unacceptable in the
case of final design, with additional isolation (Fig. 8). Once
the initial implementation is completed PARTPIN_LOC, BEL
and LOC properties for ports and anchor point buffers should
be extracted and applied to other blocks (by offsetting values
with XY position difference between each partition and the
reference block) [2, 3, 7, 8]. Similarly, routing can be forced
by setting FIXED_ROUTE property based on values of
ROUTE property extracted from the reference block. However,
as routing is described by relative values no offset is applied
[7, 8]
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Fig. 8. Isolating anchor region from other static components prevents port
routing from going out-of-scope.

Once all the required constraints are established virtual
architecture with empty reconfigurable modules can be
implemented using Vivado Isolation Design Flow. Resultantly
a complete placed-and-routed design is obtained. Finally,
locked placement and routing for the virtual architecture only
can be exported to a design checkpoint by setting all
reconfigurable modules to be treated as black-boxes. This
design checkpoint file is a ready-to-use placed-and-routed
virtual architecture with bitstream relocation support.

Application development for a platform with intermediate
overlay layer starts with virtual architecture selection.
Aproper overlay is chosen based on interfaces, static
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functionality and reconfigurable blocks resources pool. Simple
tasks can be assigned directly to reconfigurable modules,
complex task can be decomposed to a structure of overlay
compatible modules manually or mapped by automated tools.
All reconfigurable modules need to instantiate buffers in form
of either single-input LUT or flip-flop registers for
port-placement compatibility. Any variant of reconfigurable
module functionality can be synthesized out-of-context
(treating RM as a top-level unit rather than an element of
complex design). Result of such synthesis in a form of netlist
or design checkpoint could then be used in later stages.

1. Conduct logical synthesis of the overlay with black-
box reconfigurable modules

Assign reconfigurable modules to identical partitions.

Provide interspaces for isolation fences between
static and reconfigurable partitions.

4. Insert reconfigurable-to-static connection buffers
assigned to subregions adjacent to isolation fences.

5. Select a reference patrtition and isolate its proximity
to prevent routing from going out-of-scope.

6. Run a Isolation Design Flow implementation for the
reference block.

7.  Extract tool-generated placement and routing
properties and apply to other partitions as
constraints.

8. Run a complete Isolation Design Flow
implementation of the overlay.

9.  Export placed and routed overlay with black-box
partitions.

10. Implement any variants of reconfigurable blocks
using Partial Reconfiguration Flow with the overlay.

11. Generate partial bitstreams.

12. Relocate partial bitstream by applying FAR offset,
update CRC value.

Fig. 9. Simplified algorithm for generating relocatable bitstreams for
reconfigurable partitions of an overlay architecture.

Vivado Partial Reconfiguration Flow (PRF) [5] can be
used to implement synthesized reconfigurable modules in
previously established virtual architecture. Placed-and-routed
design checkpoint of the selected overlay targeting chosen
physical platform can be linked with synthesized
reconfigurable modules. In addition, partition pin and port
buffer placement constraints previously applied to
reconfigurable modules during overlay implementation should
still be used (for the purpose of PRF compatibility). Multiple
versions of reconfigurable modules might be added and
combined in form of different implementation configuration.
As the design checkpoint of placed and routed static
components is initially provided, PRF implementation is
limited to reconfigurable modules implementation only [5].
Once implementation finishes successfully bitstream for entire
chip and partial bitstreams for each reconfigurable module can
be generated.
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Theoretically, any partial bitstreams, for a partition with no
loop-back connections, obtained using this methodology
should be relocatable. However, stable operation of
reconfigurable module is not guaranteed — as different
combinational path lengths may lead to occurrence of timing
issues. The problem can be eliminated by using only flip-flop
register buffers on nets connecting relocatable modules with
static overlay. In order to verify that correct system operation
is maintained, placement and routing constraints for the entire
reference module can be extracted and applied to the same
reconfigurable module variant instantiated in another partition
(similarly to what was performed on ports during in overlay
implementation process). Then system operation for relocated
bitstream and newly generated bitstream could be compared.

The  proposed  methodology was  tested on
a proof-of-concept virtual arrays of reconfigurable modules
targeting Xilinx Artix-7 XC7A200T device using Xilinx
Vivado Suite 2019.2. Identical modules were assigned to
configuration frames span — i.e. boundaries of clock domain
region. A block with no routing loopback was selected as
areference block. Placement and routing constraints were
extracted from implemented reference module and applied to
other identical modules. Later, the Partial Reconfiguration
Flow implementation was re-run with the constraints and
partial bitstreams were generated. Files were than compared
using binary files comparison tool. For a group of identical
reconfigurable blocks bitstream files differing only in FAR
and CRC values were obtained [6]. Considering that partial
bitstreams for the constrained blocks generated by Vivado
tools are exact equivalents of FAR offsetted reference block
partial bitstreams — no further validation of those
configuration files is required to prove correct operation.
Nevertheless, partial bitstreams were identical for a group but
not all reconfiugurable modules. Analysis of results for
multiple test configurations indicate that bitstream discrepancy
occurrences were consistent, independent from module
configuration and limited to the same partitions. Placement
and routing results for reconfigurable blocks corresponding to
different bitstreams were compared and uniformity of the
partitions was verified. As of now, no reasonable cause of
bitstream differences has been found, but a research aimed at
resolving this issue is undergoing.

Moreover, in the course of conducted tests some of the
designs failed due to routability problems. It needs to be
stressed, that forcing fixed placement and routing restrains
automated tools and makes their task more difficult. Some of
the problems were presumably caused by the design of the
overlays used in tests. Nevertheless, further work on the
methodology should address possible improvements that could
help with this issue.

V. CONCLUSIONS

Virtual reconfigurable architecture overlays implemented
atop  off-the-shelf FPGAs offers more convenient,
productivity-oriented approach to reconfigurable computing.
Partial reconfiguration can greatly decrease application
switching time as only modules that are subject to
configuration change are programmed individually.
Reprogramming  multiple  modules using common



configuration data reduces storage space required for FPGA
configuration data files. It is possible to obtain equivalent
partial bitstreams for identical partitions located in different
regions of FPGA chip.

Bitstream relocatability support can be provided at the
level of intermediate virtual architecture. Identical placement
and routing of a reconfigurable block can be obtained by
constraining the implementation process. Feed-through
avoidance is necessary for partitions to support relocatability.
Isolation Design Flow can be used to prevent global routing
from crossing reconfigurable partitions.

The methodology presented in this paper was tested in
proof-of-concept designs targeting Xilinx Artix-7 XC7A200T
FPGA. The results were partially successful — as for a group of
partitions relocatable bitstreams with offset indicating partition
location were identical to partial bitstreams generated
individually for that partition. However, it relocatability did
not apply to all of the apparently identical partitions. What is
more, not all tested designs were successfully implemented
due to routing congestion problems.

The presented methodology exploits modularity and
reusability. Individual tasks can be performed independently
by different working teams. Reconfigurable modules’
functionality changes do not require interfering with static
virtual architecture and retargeting application to a different
overlay or different physical platform is limited to
reimplementing reconfigurable blocks set in different
placed-and-routed static design. Nevertheless, addressing
bitstream inconsistency and routability issues is required to
make it work using.
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Abstract—The paper is devoted to measurements of thermal
parameters of power LEDs. Two methods of measurements of
transient thermal impedance and thermal resistance for the
considered semiconductor devices as well as the measurement
set-ups implementing these methods are described. The results of
measurements of the parameters obtained using both set-ups for
selected power LEDs are compared and discussed. Moreover,
selected properties of software operating with both the
considered measurement set-ups are also analysed.

Keywords—power LEDs; thermal parameters; measurement
set-ups; compact thermal models.

I. INTRODUCTION

Power Light Emitting Diodes (LEDs) are basic components
of modern lighting systems [1, 2]. Their operating parameters,
e.g. the emitted luminous flux, strongly depend on temperature
[3]-[5]. the internal temperature of all semiconductor devices,
including LEDs, is the sum of the ambient temperature and the
increase of this temperature caused by self-heating phenomena
[5, 6]. The value of this increase depends on power dissipated
in a considered device and on the efficiency of generated heat
removal. This efficiency is characterized by thermal parameters
such as the transient thermal impedance Z;(f) and the thermal
resistance Ry, [7]-[9].

Values of thermal parameters of semiconductor devices
depend on cooling conditions of these devices, which change
depending on the applied cooling system [10]-[12]. Therefore,
in order to characterize thermal properties of semiconductor
devices operating under certain cooling conditions it is
indispensable to measure thermal parameters of such devices.

In the case of power LEDs the standard thermal resistance
measurements method is described in the norm by JEDEC [13].
This norm contains also a description of measurement set-ups
rendering possible the realization of this method. The T3Ster
equipment [14], which was designed in compliance with this
norm is used also in the Department of Microelectronics and
Computer Science (DMCS) in £6dz University of Technology,
Poland. However, such equipment is relatively expensive and
it is used mostly in industry. Therefore, in Gdynia Maritime
University (GMU, Poland), a custom system was developed for
measurements of power LEDs thermal and optical parameters.
The measurement results obtained using this system were
already described, e.g. in [12, 14, 15].

Marcin Janicki

Department of Microelectronics and Computer Science
1.6dZ University of Technology
L6dz, Poland
janicki@dmcs.pl

The main disadvantage of the system developed at GMU is
that it renders possible measurements of examined devices only
with free convection cooling. On the other hand, the standard
version of the T3Ster does not allow measurements of radiant
power of the emitted light, what is indispensable to determine
thermal resistance of power LEDs.

For both measurement set-ups a dedicated software for the
estimation of thermal parameters as well as compact models of
investigated electronic devices was developed. Such models
were previously discussed, e.g. in [6, 10, 16].

This paper provides the description of both measurement
set-ups and presents the detailed results of thermal parameter
measurements obtained for selected power LEDs. These results
are compared for both systems and their usefulness to perform
measurements of thermal parameters of the considered class of
semiconductor devices is evaluated.

II. MEASUREMENT SET-UPS

According to the standard described in [5, 13] the thermal
and optical parameters of power LEDs should be measured
simultaneously using the measurement set-up shown in Fig. 1.
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Force Sense
current Voltage
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t; @ @ " ~AT (1) ]-

Fig. 1. Design of a combined thermal and radiometric LED testing station [13].
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During measurements the device under test must be placed
in an integrating photometric sphere on the heat-sink with the
forced liquid cooling. The main advantage of this method is the
possibility of simultaneous measurements of the LED junction
temperature 7;, the luminous flux @y, the forward current I
and voltage drop Vr. An obvious disadvantage of this method,
especially for the academics, is the necessity to use expensive
instrumentation, such as the sphere and the necessity to use the
forced liquid cooling system to stabilize the diode temperature.

A. T3Ster set-up

The transient thermal tester T3Ster available at the DMCS
renders possible registration of electronic system dynamic
temperature responses with sub-microsecond time resolution.
Usually, the temperature sensitive parameter is the voltage drop
across a p-n junction or a thermistor measured for a constant
current value forced by the tester. According to the principles
of the Network Identification by Deconvolution (NID) method,
measurements are taken at the time instants equidistant on the
logarithmic time scale, e.g. with 20 samples per decade. The
software implementing the NID method and provided together
with the tester offers the entire range of thermal analysis tools,
such as the thermal time constant spectra, cumulative structure
functions or thermal impedance Nyquist plots. A view of this
tester is shown in Fig. 2 on the left side.

The NID method is intended to measure thermal parameters
of typical semiconductor devices, e.g. p-n diodes or transistors,
but this system, at least in its basic version, does not allow
measurements of power LED optical parameters, hence with
this system it is possible to measure only the electric thermal
impedance defined in the JEDEC standard [14].

When only the electric thermal impedance is measured, the
influence of the LED radiant power on measurement results
is neglected. Therefore, in order to measure the actual thermal
impedance of the considered class of semiconductor devices,
additionally a dedicated light-tight chamber and a radiometer
should be used. This thermal impedance can be measured using
the method for determining radiant power described in [17].

The results of measurements performed with the use of the
described thermal tester are processed with the commercially
available MASTER software, which renders possible thermal
analyses and the estimation of thermal model parameter values
for investigated devices.

Fig. 2. View of the measurement set-up available at the DMCS.
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B. Custom set-up

Thermal and optical parameters of LEDs can be measured
also using the measurement set-up developed at the GMU. The
block diagram of this set-up is presented in Fig. 3. This set-up
renders possible measurements of the LED thermal impedance
as well as the illuminance and power density of emitted light.
During measurements the tested diodes are placed in the light-
tight chamber. A luxmeter is used to measure the illuminance
of emitted light and a radiometer is used to measure the power
density of this light.

The thermal impedance is measured here using the indirect
electrical method described in [18]. In this method, a voltage
drop Vp across the DUT for a constant value /j of its forward
current is used as a temperature sensitive parameter. The fixed
value of current /) is produced by the voltage source Ey and
the resistor Ry, whereas the voltage source Ey and the resistor
Ry set the heating current /5 flowing through a tested device.
The switch S is closed while heating a DUT and it is opened
while cooling it. The waveforms of the diode forward voltage
are recorded with instrumentation amplifiers, an A/D converter
module and a PC, whereas the heating current is measured
using an ammeter.

The measurements of thermal impedance are taken in four
steps. Initially, the thermometric characteristic, describing the
dependence of the device forward voltage V' on temperature
is measured. During this measurement step the switch S is open
and the current /s flows through the diode. In the second step,
the switch § is closed and the heating current Iy flows through
the investigated diode increasing its junction temperature as the
result of the self-heating phenomenon.

Due to the temperature increase, the diode forward voltage
changes its value, which is measured by a computer containing
an A/D converter and measurement-amplifiers. In the thermal
steady-state, the value of current Iy, the diode forward voltage
Vi and the emitted light power density /. are measured. At the
third step the switch S is open at the time #= 0 and the cooling
of the tested diode begins. During this step the A/D converter
measures the waveform of the diode forward voltage V; at the
current /), until the initial ambient temperature is reached.
Finally, the transient thermal impedance is calculated using the
following formula:

Vilt=0)-V (¢
Zyle) =Y =0-1 1) " _)Ph ) (M
t
Luxmeter
&
Radiometer

En Ew Instrumentation
amplifiers
v
PC || A/D converter
module

Fig. 3. Block diagram of the measurement set-up developed at GMU.



where ar denotes the slope of a thermometric characteristic
and Py, denotes the real heating power. The thermal resistance
Ry 1s equal to the value of transient thermal impedance Zy(¢) at
the steady state.

For power LEDs the real heating power is the difference
between the electrical power P, taken from the electrical grid
and the radiant power P, emitted by a tested diode in the form
of light. The way of determining the radiant power is described
in the following section. When the radiant power is not taken
into account, using in (1) the electric power P, instead of the
heating power Py, one obtains the electric thermal impedance
Zun «(?) or the electric thermal resistance Ry, 1.

C. Determination of radiant power

The authors previously proposed a relatively simple method
of determining radiant power emitted by tested LEDs in [17].
According to this method radiant power density / is measured
by a radiometer situated over the tested LED at the distance 7.
Then, the characteristics showing the dependence of relative
luminous intensity on the observation angle ¢, which is usually
provided by device manufacturers, is approximated within the
entire range of light emission angles from -« to & by a constant
value equal to the average value of luminous intensity /s, and
calculated based on the original characteristics. Finally, the
radiant power is determined using simple geometrical relations
provided in (2). The correctness of this method and its practical
usefulness was demonstrated for selected types of power LEDs
in [17]-[18].

Popt:18-27r-r2-(1—c0sa)-1avg (@)

III. TESTED POWER LEDS

The properties of both considered measurement set-ups
were compared for different types of power LEDs. This paper
will present and discuss chosen results of investigations carried
out for three different types of diodes produced by Cree, Inc.,
i.e. XPL, XPE and MCE. The values of selected parameters of
the tested diodes are provided in Table I [19]-[21], whereas
their views are shown in Fig. 3. As can be seen, the admissible
electrical power of the tested LEDs is in the range from 2.8 W
to 10 W, the emitted luminous flux at forward current /r equal
to 0.35 A varies from 100 Im to 341 Im. Such a big difference
in the values of these parameters results mainly from different
surface areas of these devices.

During the measurements all the tested LEDs are mounted
on small Metal Core Printed Circuit Boards (MCPCBs). Two
different types of cooling conditions were taken into account;
once the measurements were carried out for the diodes attached
to a heat sink having dimensions 175 mm x 118 mm x 10 mm
and then without any heat-sink.

TABLE
VALUES OF SELECTED PARAMETERS OF TESTED POWER LEDS [19]-[21].
diode | Piwot [W] | Ipmax [A] ®vy [Im] Viewing Angle [ °]
XML 10 3 341 @ 17=0.35A 125
XPE 3 1 122 @ 17=0.35A 115
MCE 2.8 0.7 100 @ 1;=0.35A 110

XML MCE

XPE

Fig. 3. Views of the investigated XML, XPE and MCE LED packages.

IV. EXPERIMENTAL RESULTS

The thermal parameters of tested diodes were determined
using both measurement set-ups considered here. The selected
results of these measurements are presented in Figs. 4-7. The
solid lines, denoted by DMCS, are used for the results obtained
with the T3Ster, whereas the dashed ones, denoted by GMU,
the results from the custom system designed by the authors.
The top chart in the figures always presents the results obtained
for devices with the heat sink and the bottom one without any
heat sink.

Additionally, Tables II-III present values of thermal power,
radiant power and thermal resistance of tested diodes measured
in both types of cooling conditions considered here. The value
of radiant power, as can be seen, is comparable with the real
thermal heating power, hence neglecting this quantity while
determining the transient thermal impedance could be a source
of large errors of even up to 30%.
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Fig. 4. Waveforms of transient thermal impedances of the tested LEDs
measured with the use of both measurement set-ups situated on the heat-sink (a)
and operating without any heat-sink (b).
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TABLEII
VALUES OF THERMAL POWER, RADIANT POWER AND THERMAL RESISTANCE
OF THE TESTED POWER LEDS SITUATED ON THE HEAT-SINK

diode P [W] | Popt [W] | R [K/W]

XML 3.406 2.106 12.23

XPE 2.339 0.882 25.94

MCE 1.688 0.623 13.07
TABLE IIT

VALUES OF THERMAL POWER, RADIANT POWER AND THERMAL RESISTANCE
OF THE TESTED POWER LEDS OPERATING WITHOUT ANY HEAT-SINK

diode | P [W] | Pope [W] | R [K/W]
XML | 3.392 1.836 40.77
XPE 2.266 0.796 4891
MCE 1.623 0.611 31.56

As can be observed, in all the considered cases, the results
of measurements obtained with both set-ups are very similar.
At the steady state, the values of Z;(f) measured with both set-
ups are almost indistinguishable. Some small differences are
observed only in the range of short time instants, but they never
exceeded 1 K/W. Slightly higher values of thermal impedance
are measured with the T3Ster for the diodes with the heat sink,
whereas for the diodes operating without any heat sink higher
impedance values are obtained for the custom system designed
by the authors.
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Fig. 5. Structure functions of the tested LEDs situated on the heat sink (a)
and operating without any heat sink (b).
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Comparing the measurements results obtained in different
cooling conditions, it is visible that owing to the use of a heat
sink the value of thermal resistance is reduced for all the diodes
at least by 50% (for the XPE diode) and even by 66% (for the
XML diode). On the other hand, the presence of the heat sink
increases the time necessary to reach the steady state.

The cumulative thermal structure functions shown in Fig. 5
were obtained using the MASTER software. These functions
represent the relation between the thermal resistance Ry and
the cumulated thermal capacitance Cy. accumulated along the
heat flow path. As can be observed, for all the diodes situated
on the heat-sink the cumulative thermal resistance is smaller
and the cumulative thermal capacitance is bigger than for the
diodes operating without any heat-sink. For both measurement
set-ups the curves are very similar and they are interweaving.

The MASTER software allows also the computation of the
thermal time constants spectra, which for the tested LEDs are
shown in Fig. 6. It can be easily observed that all the longest
thermal time constants obtained with the T3Ster equipment are
nearly the same as with the authors’ set-up. The differences are
visible only in the range of short thermal time constants below
1 s. It is also worth noticing that spectra presented in Fig. 6 are
continuous functions. However, in the classic definition of the
transient thermal impedance of semiconductor devices there
exist discrete values of thermal time constants 7 ;. This classic
definition has the following form [10, 22:]:
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Fig. 6. Spectra of thermal time constants of the tested LEDs situated on the
heat-sink (a) and operating without any heat-sink (b).
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where N is the total number of thermal time constants and «;
are the coefficients corresponding to a particular constant 7 ;.

The values of parameter appearing in (3) can be estimated
using the software ESTYM developed at GMU and described
e.g. in [10, 23]. The input data for this software are the results
of measurements performed with the use of the authors’ set-up.
The spectra of thermal time constants obtained for the tested
diodes using the ESTYM software are presented in Fig. 7. The
estimation results demonstrate that in order to describe thermal
properties of tested diodes and to obtain accurate simulation
results it is required to use at least 5 thermal time constants for
LEDs situated on a heat sink and even 8 thermal time constants
for LEDs operating without any heat sink.

V. CONCLUSIONS

This paper described two experimental set-ups dedicated to
the measurement of semiconductor device thermal parameters.
One of them is a commercially available equipment, whereas
the other one is a custom authors’ design. Both set-ups render
possible the measurements of the radiant power of light emitted
by the tested LEDs, hence they can be used to measure the
transient thermal impedance of these devices.
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Fig. 7. Spectra of thermal time constants of the tested LEDs situated on
heat-sink (a) and operating without any heat-sink (b) obtained using ESTYM
software and the custom set-up.
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The paper presented measurement results obtained for three
types of power LEDs operating at different cooling conditions.
It was proved that nearly the same measurements results could
obtained using both the considered set-ups. Therefore, it could
be stated that the simple measurement set-up realized by the
authors operates properly. Additionally, the authors’ software
ESTYM renders possible the estimation of thermal parameters
describing the waveforms of thermal impedance Z(%).

The present investigations illustrate the thermal properties
of power LEDs operating only with the free convection cooling
conditions. Therefore, the authors’ measurement set-up is now
being extended with the system of forced cooling, which will
make it possible to measure thermal parameters of investigated
devices at constant temperature values of the mounting base.
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Abstract—In this paper usefulness of electric and optical
measurement methods to determine reliably values of thermal
parameters of the IGBT is analysed. Factors influencing a
measuring error of the considered methods are discussed. The
results of measurements of the considered parameters obtained
with the use of the considered methods for different cooling
conditions of the tested transistor are presented and discussed. It
is shown, in what operating conditions each measuring method
makes it possible to obtain reliable results.

Keywords—thermal parameters; measurements; IGBT;

thermal phenomena; power semiconductor devices

I.  INTRODUCTION

IGBTs are used in many electronic and power electronics
circuits [1, 2, 3]. Their properties strongly depend on
temperature [4, 5]. Internal temperature T; of the considered
transistor exceeds ambient temperature T, as a result of self-
heating phenomena [4, 6, 7]. These phenomena cause, among
other things, shortening of life-time of semiconductor devices
and they influence changes in values of their exploitive
parameters [8, 9].

In order to estimate an increase of internal temperature of
the semiconductor device over ambient temperature at
dissipation of power of the fixed value in this device, thermal
parameters are used. These parameters are transient thermal
impedance Zg(t) and thermal resistance Ry, These parameters
characterise efficiency of removal of heat generated in the
examined semiconductor device to the surrounding and their
values depend on cooling conditions of this device [10, 11].
Reliable determination of these parameters demands
performance of suitable measurements.

The considered thermal parameters are measured with the
use of suitable definitional formulas. Particularly, thermal
resistance is described by the dependence of the form [12, 13]

7,1,
R, = “p

where P is power dissipated in the tested device.
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Values of temperature T, and power P can be measured in
an easy way, whereas the value of temperature T; cannot be
measured directly. The value of this temperature is measured
indirectly with the use of optical or electric methods [13, 14].
Optical methods make it possible to measure temperature of
the semiconductor structure only in the case of laboratory
semiconductor devices without the case, wherecas for
commercially made devices with cases optical methods make it
possible only to measure the case temperature Tc¢ [15].

In turn, indirect electric methods allow determining internal
temperature of the device basing on measurements of the value
of the selected electric parameter univocally dependent on
temperature - a thermo-sensitive parameter [10, 11, 16, 17, 18,
19]. In the literature [16, 17, 18, 19] possibilities of the use of
different thermo-sensitive parameters to measure internal
temperature of different semiconductor devices are considered.
In the case of IGBTSs voltage between the gate and the emitter
of the transistor operating in the active range, voltage between
the collector and the emitter on the switched-on transistor or
voltage on the forward biased anti-parallel diode are used [18].

In the paper [19], there is an analysis of differences
between values of internal temperature of the power MOS
transistor obtained with the use of indirect electric methods, in
which voltage on the forward biased p-n junction or threshold
voltage of the transistor are thermo-sensitive parameters. The
problem of nonlinearity of thermometric characteristics while
using threshold voltage as a thermo-sensitive parameter is
pointed out. On the basis of the results of simulations in the
ANSYS software it is shown that differences in the
temperature value on the surface of the semiconductor structure
of the square shape of the length of 7 mm could reach even
50 K. In turn, from measurements with the electric method and
both thermo-sensitive parameters differences in the value of
internal temperature of the transistor within the range from 4 to
11 K were observed.

In the paper [16] usefulness of selected thermo-sensitive
parameters to measure internal temperature of power
semiconductor devices is analysed. It is shown that the most
universal among the considered thermo-sensitive parameters is
voltage on the forward biased p-n junction, through which
current of a small value flows.

In the paper [18] the results of measurements of internal
temperature of IGBT modules obtained with the use of optical
and indirect electric methods realised by means of three
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different thermo-sensitive parameters are compared. It is
shown that while using collector-emitter voltage or voltage of
the IGBT operating in the saturation range as a thermo-
sensitive parameter is the best choice to estimate internal
temperature of parallely connected IGBTSs in the module.

In the paper [17] new thermo-sensitive parameters of the
IGBT, which can be used to monitor its internal temperature
during its operation in a switch-mode power converter are
proposed. The results of measurements obtained with the use of
these parameters imperceptibly differ from maximum values of
temperature of the device obtained by means of optical
measurements.

In the papers [18, 19] properties of measuring set-ups using
the mentioned thermo-sensitive parameters are analysed.
However, one does not take into account the fact that the diode
and the transistor are situated in the common case, yet they are
separate semiconductor structures [20].

In this paper influence of the choice of a thermo-sensitive
parameter on the results of measurements of thermal
parameters of the IGBT is examined. Measuring set-ups
making possible realisation of measurements of thermal
parameters with the use of two thermo-sensitive parameters are
analysed. Influence of the choice of these parameters on the
measuring error is discussed. The results of measurements of
thermal parameters performed with the use of the considered
thermo-sensitive parameters for the selected IGBT operating at
different cooling conditions are compared. The obtained results
are compared also to the results of measurements realised with
the use of the optical method. The obtained findings are
discussed.

II.  OPTICAL AND ELECTRICAL MEASUREMENT METHODS

Thermal parameters considered in this paper characterise
the ability of the semiconductor device to remove heat
dissipated in it both at dynamic conditions (Zwu(t)) and dc
conditions (Rw). In order to simplify considerations, in the
further part of the paper only dc properties are taken into
account and attention is paid to measurements of thermal
resistance.

In the case of optical methods of measuring thermal
resistance of the commercially accessible transistor the value of
its case temperature Tc is measured with the use of the
pyrometer. Measurements are performed at the thermally
steady state after heating the examined device as a result of
dissipation of power of the well-known value in it. Of course,
in this state the case temperature is lower than internal
temperature of the device, because in the heat flow path
material of the case is found.

While measuring thermal resistance with the optical
method additionally two problems appear. The first is
inequality of temperature distribution on the surface of the case
[19] and the other is emissivity of the case smaller than 1.
Measurements realized with the optical method can be
performed in the classical set-up to measure dc characteristics
of the IGBT.

In the case of indirect electrical methods special measuring
set-ups are indispensable. In Fig. 1 the diagram of a
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measurement set-up of thermal resistance using as a thermo-
sensitive parameter of the gate-emitter voltage Vgg is shown,
whereas in Fig. 2 - a measurement set-up using voltage on the
anti-parallel diode Vp is presented.

T ' X_Tl .
S1
Iy
-Uy

converter PC

Fig. 1. Measurement set-up to determine thermal resistance of the IGBT with
the use of the gate-emitter voltage as a thermally sensitive parameter

s

Dy D/
T1

A/D
converte|

Fig. 2. Measurement set-up to determine thermal resistance of the IGBT with
the use of forward voltage of the anti-parallel diode as a thermally sensitive
parameter
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In both the considered measuring set-ups thermal resistance
is determined in three steps. The first is calibration of the
thermometric characteristic realised at closed switches S; and
opened switch S,. In this case through the examined device
flows current of a small value fixed by current source Iy.
During calibration temperature of the transistor is regulated by
means of the thermostat, wherein this transistor is situated.
From this characteristic the slope of this characteristic oursgp is
determined.

In the second step of measurements the examined transistor
operates within the active range, and its internal temperature
increases as a result of self-heating phenomena. In this stage
switches S; are opened, and switch S, is closed. Through the
transistor flows current Iy. This step ends after obtaining the
thermally steady state.

The third step begins after a change of the state of switches
and consists in measuring the value of the thermo-sensitive
parameter immediately after this switch. Then, through the
examined transistor flows current of the same value as during
calibration. The value of the thermo-sensitive parameter
TSEPy is measured by means of the analogue-to-digital
converter and is recorded in the computer.

With the use of the thermometric characteristic measured
during calibrations and the value of the thermo-sensitive
parameter measured in the third step the value of thermal
resistance is calculated using the following formula

R, = TSEP, ~TSEF, o

rsgp L Ver




where TSEPx means the value of the thermo-sensitive
parameter measured during calibration for ambient
temperature, while Vg - voltage between the collector and the
emitter measured at the end of the second step of
measurements.

III.  ANALYSIS OF MEASUREMENT ERROR

In order to estimate usefulness of the considered
measuring methods in practice, the error of measurements of
thermal resistance of the IGBT by means of these methods are
analysed. This error can be estimated using the complete
differential method in relation to equation (1). As a result, the
following formula describing the relative error of Ry
measurement is obtained [21]

AT, AT, AP
Oy = —+ +— 3)
r-17, 17,-7T, P

where AT;, AT., AP denote the absolute errors of
measurements of temperatures Tj, T, and power P.

Equation (3) shows that at the fixed accuracy of
measurements of the mentioned quantities, the measuring
error of Ry is a decreasing function of both power and
temperature difference Tj — T,. Typically, the relative error of
measurements of power AP/P with the use of typical
laboratory multimeters and correct selection of measuring-
ranges does not exceed 0.1 % [21]. The absolute error of
ambient temperature AT, is very small and it does not exceed
0.5 K [21].

Using the idea of calculating the error of measurements
realised by the indirect method with the complete differential
method in relation to equation (2), the following dependence
describing the measuring error of Zi(t) is obtained

2. ATSEP N ACgep +% + AV, (4)
TSEPR, —TSEP,

Ursep I, Ver

where ATSEP, Aoarser, Alc and AVce denote the absolute
errors of measurements of TSEP, of the slope of the
thermometric characteristic, of the collector current and of the
collector-emitter voltage.

Next, the value of TSEP is measured with the use of the
fast A/D converter with the absolute measurement error equal
to 2.5 mV. In turn, the error of estimating the slope of the
thermometric characteristic is Aorsgp < 20 pV/K [21]. The
difference of the value of TSEPu-TSEPx depends on an
increase of internal temperature of the considered transistor
while heating it. For example, assuming that the considered
increase is equal to 100 K, the slope of the thermometric
characteristic arsgp amounts to -2 mV/K, and the remaining
errors accept values given above, the minimum value of the
error of measurements Ry, amounts to 3.7%. If an increase of
temperature is equal to only 20 K, this error increases up to
13.7%. The obtained values of the error of measurements are
close to the values of the error of measurements of thermal

parameters of IGBTs realised with the optical method and
calculated in the paper [21].

In turn, in the optical method, the measuring error of
temperature Tc obtained by means of the thermo-hunter, given
by the producer is typically AT;=2 K. The error AT; results
from the fact that in the optical methods the case temperature
is measured instead of internal temperature, which can be
described with the dependence

ATj =R

thj—c

P )

where Ruj.c is the value of thermal resistance between the
junction and the case, given by the producer.

IV. INVESTIGATIONS RESULTS

Investigations were performed for the IGBT of the type
IRG4PC40UD by International Rectifier operating at different
cooling conditions. This transistor is mounted in TO-247 case
and its parameters are described in [20].

For this transistor thermometric characteristics were
measured using forward voltage of the anti-parallel diode and
gate-emitter voltage as thermally sensitive parameters. With
the use of these thermally sensitive parameters dependences of
thermal resistance of this transistor operating at both the
mentioned cooling conditions were performed. The obtained
results of measurements were compared to the results of
measurements obtained with the use of optical parameters. In
all the figures presented in this section points represent the
results of measurements, whereas lines denote functions
approximating the results of measurements.

Fig. 3 illustrates thermometric characteristics of the
considered transistor while using forward voltage of the diode
as TSEP in a wide range of forward current.

0,9
0,8
0,7 A
0,6
0,5
0,4 -
0,3 A

IRG4PC40UD

Vo [V]

0,2
0,1 -

20 40 60 80 100 120 140
T [°C]

Fig. 3. Thermometric characteristics of the anti-parallel diode for selected
values of the collector current

As it is visible, the considered characteristics are linear in a
wide range of temperature for forward current higher than
1 mA. For smaller values of this current the range of linearity
of the considered characteristics is narrower than for higher
current. The slope of these characteristics decreases with an
increase of forward current.
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In Fig. 4 thermometric characteristics of the anti-parallel
diode mounted in the common case with the tested transistor
are shown. As can be seen, characteristics are practically linear
and their slope changes from -2.6 mV/K to -2.4 mV/K.

0,55

0,5 {1, =

0,15 T T T T T T
0 20 40 60 80 100 120 140

Ty[°C]
Fig. 4. Thermometric characteristics of the anti-parallel diode for selected
values of the collector current

Fig. 5 shows thermometric characteristics Vgg(T) measured
at selected values of collector current ic. As it is visible, these
characteristics are not linear. They can be approximated with
the use of the square function. For example, for the collector
current equal to 1 mA this formula has the following form

Ve :5.4038V—7,8T7V.T+10*5 4 . T2 (6)
¢ (c
As can be noticed, characteristics Vge(T) show

considerably greater (almost four times) sensitivity of the
thermo-sensitive parameter at changes in temperature than
characteristics Vp(T). This means that at the same accuracy of
measurements of both voltages, four times higher resolution of
measurements of internal temperature using Vgg voltage as a
thermo-sensitive parameter can be obtained.
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Fig. 5. Thermometric characteristics Vge(T) for a selected values of the
collector current

Values of internal temperature of the examined transistor
operating at both the considered cooling conditions using the
measuring set-ups described in Section 2 and the case
temperature of this transistor with the use of the pyrometer
Optex PT3S are measured. Using the obtained values of
internal temperature and the case temperature of this transistor
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dependences of its thermal resistance on power are marked.
The results of these measurements, performed at ambient
temperature T, = 21°C are shown in Figs. 6-9. In these figures
with symbols Tijge and Ruge the results of measurements
obtained with the use of Vgg voltage as a thermo-sensitive
parameter are described. In turn, symbols Tjp and Rup
correspond to measurements, in which a thermo-sensitive
parameter was voltage on the anti-parallel diode. The results of
optical measurements are marked with symbols Tc and Ryc. In
the case of optical measurements the highest values of
temperature on the surface of the case of the examined
transistor are registered.

Fig. 6 illustrates the measured dependences of internal
temperature and the case temperature of the examined
transistor situated on the heat-sink on power dissipated in this
transistor.
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Fig. 6. Measured dependences of internal and case temperature of the tested
transistor situated on the heat-sink on power dissipated in this transistor

As can be observed, for all the considered measuring
methods an increasing function describing dependence of
temperature of the device on power is obtained. Differences
between values of temperature measured by means of the
considered methods are bigger together with an increase in
power attaining maximally 10°C between internal temperature
Tjce obtained with the use of voltage Vg as a thermo-sensitive
parameter and with the case temperature Tc measured with the
pyrometer. Internal temperature Tjp measured with the use of
voltage on the diode as a thermo-sensitive parameter is lower
than temperature Tjge by no more than 7 °C.

In Fig. 7 measured dependences of thermal resistance of the
considered transistor situated on the heat-sink on power
dissipated in this transistor are shown.

Dependences Ru(p) measured with the use of each
considered thermo-sensitive parameter and using the optical
method are monotonically decreasing functions. The biggest
changes of the value Ry are visible for measurements
performed with the electrical method making use of voltage on
the diode as a thermo-sensitive parameter. They exceed even
30%. In other cases these changes do not exceed 25%. It is
proper to notice that the difference in values of thermal
resistance measured with the electrical method using voltage
Vee as a thermo-sensitive parameter and by means of the
optical method is practically constant and amounts 0.5 K/W.
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Fig. 7. Measured dependences of thermal resistance of the tested transistor

situated on the heat-sink on power dissipated in this transistor

In Fig. 8 dependences of internal temperature and the case
temperature of the examined transistor operating without any
heat-sink on power dissipated in this transistor are illustrated.
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Fig. 8. Measured dependences of internal and case temperature of the tested
transistor operating without any heat-sink on power dissipated in this
transistor

The obtained dependences of temperatures Tjce, Tjp and Tc
on power are monotonically increasing functions. Differences
between the measured values of temperatures Tice and Tjp are
not big and they do not exceed 3 K. In turn, the measured
values of the case temperature Tc are smaller than temperature
Tice even by 10 °C.

Figs. 9 illustrates the measured dependences of thermal
resistance of the examined transistor operating without the
heat-sink on power dissipated in it.

By means of all the used measuring methods decreasing
dependences of thermal resistance on power are obtained.
Values of thermal resistance measured by means of both
electric methods do not differ more than by about 1 K/W.
Changes in the value of thermal resistance in the considered
range of changes of power do not exceed 15%. Values of
thermal resistance determined by means of the optical method
are by about 3 K/W smaller than values of this parameter
obtained with the use of the electrical method, in which a
thermo-sensitive parameter is voltage Vgg.
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Fig. 9. Measured dependences of thermal resistance of the tested transistor
operating without any heat-sink on power dissipated in this transistor

V. CONCLUSIONS

In the paper influence of the method of measurements on
thermal resistance of the IGBT is analysed. The indirect
electrical and optical methods are considered. In the electrical
method, in turn two thermo-sensitive parameters: gate-source
voltage Vgg and voltage Vp on the forward biased anti-parallel
diode are used.

On the basis of the obtained results it is stated that
thermometric characteristics Vgg(T) are non-linear and can be
approximated with big accuracy by a square function. In turn,
thermometric characteristics Vp(T) are practically linear. The
slope of the characteristic Vgg(T) is even twice higher than the
slope of the characteristic Vp(T). This means that with the use
of voltage Vgg it is possible to obtain a smaller value of the
measurement error of thermal resistance than with the use of
voltage Vp.

It is also shown that the measuring error of thermal
resistance determined with the use of the method of the
complete differential is a decreasing function of an excess of
internal temperature over ambient temperature. If this increase
attains 100 K, the measuring error of thermal resistance with
the electric method does not exceed 4%. This error is higher for
the optical method due to occurrence of thermal resistance
between the semiconductor structure and the case.

The obtained results of measurements of thermal resistance
of the considered transistor show that with the use of the
indirect electrical method the difference between values of the
considered parameter obtained with the use of voltages Vge
and Vp as thermo-sensitive parameters is observed. Due to the
fact that the diode is the separate semiconductor structure
situated in the common case with the transistor and power is
dissipated in the transistor its temperature is lower than for the
IGBT. Values of thermal resistance obtained with the use of
these thermo-sensitive parameters do not differ between each
other more than about 5%. This difference is only
imperceptibly higher than the estimated error of measurements.
In turn, the value of this parameter obtained by means of the
optical method is underestimated by about 10%. It is proper
also to notice that the measured dependences of thermal
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resistance on power are decreasing functions and a drop in the
value of this parameter in the considered range of changes of
power reaches even 25%.

The obtained results show that the use of the optical method

of measurements can cause indeed understating of the value of
thermal resistance. The results of measurements of this
parameter with the use of the electrical method and one of the
considered thermo-sensitive parameters do not differ from each
other.
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Abstract—A novel methodology of thermal impedance
measurement by temperature monitoring out of the heat source
in a power transistor is presented. A low-cost Infra-Red (IR)
head is used to register evolution of temperature after step-
function powering. A dedicated power generator has been
developed to synchronize temperature recording with power
dissipation in a device. Estimation of temperature in the heat
source is performed by 3D FEM modelling of multilayer
transistor structure. It allows fitting the measurement and
simulation results to achieve the classically-defined thermal
impedance in the heat source.

Keywords—Thermal impedance; IR temperature
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I.  INTRODUCTION

Thermal impedance concept is still used in electronics for
thermal testing and management both in production and
exploitation. There are standard procedures and methodology
of measuring thermal impedance in practice [1,2]. This
methodology has the fundamental limits. It can be effectively
applied only for devices with dominant one dimensional heat
transfer. In addition, in practice, a Device Under Test (DUT)
can only be powered by the approximated Heaviside step
function excitation, what can lead to the erronecous results,
especially in the high frequency range of the thermal
impedance [3-5,6-7]. Another main engineering problems in
such measurements is to evaluate temperature in the heat
source, what is impossible in the general case [1,2,3,4,8,9].
Moreover, the overall methodology is based on the inverse
thermal problem solution, which is by definition, ill-
conditioned. In the existing commercially available apparatus,
temperature is measured using a contact method [2]. It has an
advantage of the high speed temperature monitoring at the
beginning of a thermal process [2, 8-9].

There have already been attempts undertaken to measure
temperature and thermal impedance using IR thermography,
especially in medical applications, where the cooling
provocation is applied to the surface of the skin [10-15]. The
similar experiments were performed for electrical cables and
integrated-circuit inductors, where the IR camera had the
optical access to the heat source [5,16,17].

There are different mathematical approaches of thermal
impedance calculation and finally modelling a DUT using
Foster and Cauer approximations [3,4,6,7,12,18-24]. They are
based on either time-series analysis [3,4,18,19,21,23] or
integral transforms, such as Gardner, Fourier and Laplace ones,
and in consequence, the analysis in frequency domain [12,21].

II. METHODOLOGY

In the research presented this paper, the fast-response, low-
cost, Peltier-cooled single-detector IR system was used to
measure temperature on the outer surface of the case of a
power transistor [24]. The DUT was powered using self-
developed power generator which allows synchronizing the
starting point of powering and temperature registration. The
signal from the IR head is noisy, and therefore a kind
smoothing of temperature curves is required. In order to
smooth the temperature signal, the Savitzky-Golay filter was
implemented [25].

Measurement of temperature using 30 FEM thermal modelling of
IR system on the upper surface of . )
. multilayer transistor structure
the transistor case
Comparison of temparature evolutions at the upper surface of the

transistor

l

Laplace transform using Filon algorithm, Nyquist plot

l

Rational transfer aproximation (Zy,), TFEST function from MATLAB

l

[ Foster thermal network, discrete thermal time constant distribution ]

—

)

Fig. 1. The algorithm of the proposed method thermal characterization of
power devices using IR measurement

Simultaneously, the 3D FEM thermal model of a DUT was
elaborated to calculate the step-function temperature response
vs. time on the outer surface of the transistor’s case. Modelling
was realized using the Comsol environment [26]. Fitting of
temperature rise by changing thermal parameters of a DUT,
obtained from measurement and simulation was then made
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using optimization procedure. Having the trimmed 3D thermal
model, it was possible to appoint the temperature rise in the
heat source.

Next, the thermal impedance, in the form of the Nyquist
plot was numerically calculated using the Filon integration. In
addition, converting the Nyquist plot given as the frequency-
series, into the analytical rational transfer function (Zth) was
performed. It is the crucial step of the proposed methodology,
and for it, the TFEST function from Matlab System
Identification Toolbox was used [27]. Finally, in order to
estimate the discrete thermal time constant distribution, the
Foster network approximation was calculated. The proposed
methodology of thermal analysis of power devices is presented
in Fig. 1.

III. MEASUREMENT SETUP

The measurement setup enables precise placement of a
tested object under the IR system. It consists of single-detector
IR head [28,29], developed electronic controller, z-axis
moveable stand and x-y micrometer table. The important
function of the developed controller is the precise
synchronization of temperature measurement and power
dissipation in a DUT. Software of the developed controller
enables setting of sampling period Ts, acquisition time ty and
dissipated power Pp in a DUT. The single-detector IR system
for thermal characterization of electronic device is shown in
Fig. 2.

N
Fig.2. The measurement single-detector IR
characterization of electronic devices

system for thermal

IV. SIMULATION MODEL

The simulation model was developed using COMSOL
Multiphysics software [26]. The Heat Transfer in Solids
interface of the Heat Transfer Module was used to carry out
time dependent analysis. The modeled system consisted of a
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transistor mounted to the heat sink, the screw and the substrate
layer. The dimensions of the model were consistent with
transistor and heat sink manufacturers’ datasheets. The
developed model of the transistor in TO-220 case is shown in
Fig. 3.

() (b)
Fig. 3. Geometry of the model (a) and the tested object (b)

The convective heat transfer coefficient h described the
boundary conditions at the outer surface of the transistor and
radiator. The same power Py = 2.68 W was dissipated in the
heat source while modelling and measurement. Examples of
the temperature distributions during heating-up obtained from
simulations are shown in Fig. 4.

() (®)
Fig. 4. Simulated temperature distribution for t=110 s (a) and t=600 s (b)

The first step of the proposed method was to fit simulated
and measured temperature curves for the heating-up process.
The black line in Fig. 5 represents the simulation result, while
the red line corresponds to the IR measurement. The sampling
rate of temperature recording fs = 2 kHz was identical both in
simulation and measurement. The goal of the optimization was
to select appropriate values of thermal parameters and
boundary conditions in order to obtain the best fitting of
simulated and measured temperature curves. The chosen
thermophysical parameters after fitting are shown in Tab. I.



TABLE L.
THERMOPHYSICAL PARAMETERS AFTER FITTING THE SIMULATION
AND MEASUREMENT RESULTS

Thern?al_ Density HeaF
Layer conductivity 3 capacity
(Wm''K) (kg/m”) (kg 'K
case 1.2 950 1000
die 148 2330 720
bond wire 200 2700 900
lead 237 2700 950
tab 237 2700 950
heat sink 237 2800 950
screw 58 7900 500
substrate 58 7900 500
Figure 5 shows the simulated and measurement

temperature curves in the middle point on the transistor case
obtained from simulation and measurement. After 500
seconds, the transistor reaches the quasi steady state, and
temperature of the case is converging approximately to 28.8
°C above ambient. It should be noted that the temperature
doesn’t rise immediately inside the case. The rise of
temperature at the outer surface of the transistor’s case begins
after 0.165 s. This happens because heat flows from the die to
the outer side of the case along the distance of a few
millimeters and it takes time.

30 \ T T

——COMSOL
25 | |——Measurement 4

—_

5 ‘ ‘ .

10 1072 100 10° 10*
t(s)

Fig. 5. Temperature on the outer side of the transistor’s case: red line —

measured by the single-detector IR head, blue line — single-detector IR
measurement and simulation result from COMSOL

Measuring temperature vs. time evolution on the outer
surface of the case allows calculating so-called transfer
thermal impedance presented in Fig. 6. It can be noticed that
in case of the transfer thermal impedance, the Nyquist plot
crosses the imaginary axis and has the negative real part in
high-frequency range. The transfer impedance can be
approximated by the Foster RC network, but in such a case the
amplitudes of the thermal time constants can be negative.

1 —COMSOL 1

ImZm, (K/W)

ImZ,, (KW)
&

AT /
-4 ™ 05 0 05 / 1
ReZ,, (K/W)

-5 1
6 1
o] 2 4 8 8 10

ReZ, . (KW)

Fig. 6. The Nyquist plot on the outer side in the transistor’s case — from the
single-detector IR measurement and simulations in COMSOL

V. RESULTS AND ANALYSIS

The next step of the analysis leads to obtain the simulated
temperature in the die, as shown in Fig. 7 — black line. For this
purpose, the observation point in the simulation was placed in
the die layer, and the simulation was performed for previously
identified thermophysical parameters and boundary conditions
of the DUT. Comparison of the results obtained from
simulation and measurement using the contact method is
almost perfect — Fig. 7.

35 T T T T T

COmMSOoL
T3Ster

0 . . . . .
0 100 200 300 400 500 600

t(s)

Fig. 7. Temperature rise after step-function powering in the transistor’s
junction: red line — T3Ster measurement, blue line — single-detector IR
measurement and COMSOL simulation

The simulated temperature curve (black line) agrees with
the measured temperature curve (red line) as shown in Fig. 7.
The contact temperature measurement performed by T3Ster
apparatus uses voltage over the emitter die of BJT, and it
needs calibration [2].
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The temperature curves in the logarithmic scale for better
understanding of heat transfer in the multilayer structure of the
transistor are shown in Fig. 8. It is visible, that first increase of
temperate starts for t = 10 s. It corresponds to the shortest
thermal time constants of the internal structure of the
transistor.

35 T T T T
COmMSOL
T3Ster

301

25t
O 20t

<] 15

10

—_—u\——‘-"'-'-'_‘ ]

0 H [ | |

10°® 10 1072 10° 10°
t(s)

Fig. 8. Temperature rise in the junction: red line — measured by T3Ster

system, black line — single-detector IR measurement and simulation in
COMSOL case

The simulation results indicate an impact of bond wires on
the rapid increase of temperature in the initial period of the
thermal heating process.

T T T T T

10 ——COMSOL _
——T3Ster

ImZ,, , (KIW)

2 4 6 8 10

ReZ,, (KIW)

Fig. 9. Nyquist plot in the die: red line — T3Ster measurement, black line —
single-detector IR measurement and COMSOL simulation

The next step of the proposed analysis allows calculating
the Nyquist plots of the thermal impedance for simulation and
measurement results using the Laplace transform [12]. The
thermal impedance plots for the heat source obtained using
two different methods are presented in Fig. 9, and they
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confirm the acceptable accordance. Each curve in Fig. 9 can
be roughly split up in two parts. Both parts have the shape of
circular arcs. The internal structure of the transistor is
attributed to the part of the Nyquist plot with high value of
angular frequency ® — small arc. In turn, the heat sink is
represented by the large arc in Fig. 9, and it corresponds to the
part with low values of angular frequencies .

The last step of the proposed methodology allows
representing the thermal impedance as the ratio of low-order
polynomials. Then, calculation the poles of Zy leads to the
Foster RC network approximation and the thermal time
constant distribution, as it is shown in Fig. 10 and Tab. II.

12 T T

—o COMSOL @
—© T3Ster 4

10 -

Ry, (K/W)

0 2 @ @

1072 10° 10? 10%
7, ()

Fig. 10. Thermal time constants: red line — T3Ster, black line — single-detector
IR measurement

2
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TABLE II.
VALUES OF THERMAL TIME CONSTANTS IN THE DIE
T3Ster Single-detector IR system
Ri, K/'W Ti, S Ri, K/'W Ti, S

0.338 0.0025 0.327 0.0027
0.282 0.0222 0.383 0.0201
0.340 0.2269 0.235 0.2925
0.083 2.7124 11.366 102.3120
10.663 101.5537 -0.324 224.8329

There is a slight disagreement between the results obtained
by calculating thermal time constants from temperature curves
measured by T3Ster inside the structure and the developed
single-detector IR head on the outer side of the transistor. The
proposed method of thermal analysis allowed getting the
negative amplitude of the longest time constant. It denotes that
the thermal process is still depending on a heat source located
away from the semiconductor die. This phenomenon can be
attributed to additional heating by the electrical contacts at the
end of collector and emitter pins delivering the current to the
transistor. It’s noticeable that measurements made by T3Ster
system never give the negative amplitudes of thermal time
constants. Nevertheless, the agreement of the results obtained
by both systems is acceptable.



In this

VL

the application of IR temperature

CONCLUSIONS
paper’

measurement on the surface of a power device and 3D thermal
simulation are presented to estimate the thermal impedance.
The low-cost IR single-detector system was developed to
measure the temperature synchronously with the power
dissipated in a DUT using step-function excitation. The
example of measurement and comparison of results obtained
from the new low-cost and commercially available systems
are presented showing the acceptable accordance.

(1]

(2]
(31
(4]

(3]

[6]

(71

(8]

(9]

(10]

[11]

[12]

REFERENCES

EIA/JEDEC standard: Integrated Circuits Thermal Measurement
Method — Electrical Test Method (Single Semiconductor Device).
Electronic Industries Alliance Engineering Department, no. 51-1, pp. 1-
27,1995.

T3Ster-Master Thermal Evaluation Tool — User’s Manual Version 2.2,
Mentor Graphics Corporation.

V. Szekely, “On the representation of infinite-length distributed RC
oneports”, IEEE Trans. Circuits Syst., vol. 38, pp. 711-719, 1991.

V. Szekely V, “Identification of RC networks by deconvolution:
Chances and limits”, IEEE Trans. Circuits Syst., vol. 45, no. 3, pp. 244—
258, 1998.

M. Katuza, B. Wigcek, G. De Mey, A. Hatzopoulos, V.
Chatziathanasiou, “Thermal impedance measurement of integrated
inductors on bulk silicon substrate”, Microelectronics Reliability, vol.
73, pp. 54-59, 2017.

K. Gorecki, J. Zarebski, “The influence of the selected factors on
transient thermal impedance of semiconductor devices”, Proceedings of
the 21st International Conference Mixed Design of Integrated Circuits
and Systems MIXDES, Lublin, pp. 309-314, 2014.

K. Gorecki, M. Rogalska, J. Zarebski, “Parameter estimation of the
electrothermal model of the ferromagnetic core”, Microelectronics
Reliability, vol. 54, no. 5, pp. 978-984, 2014.

M. Janicki, T. Torzewicz, P. Ptak et al., “Parametric Compact Thermal
Models of Power LEDs”, ENERGIES vol. 12, issue: 9, 2019.

M. Janicki, T. Torzewicz, A. Samson and et al., “Experimental
identification of LED compact thermal model element values”,
MICROELECTRONICS RELIABILITY, vol. 86, pp. 20-26, 2018.

P. Chatzipanagiotou, M. Strakowska, G. De Mey, V. Chatziathanasiou,
B. Wigcek, M. Kope¢, “A new software tool for transient thermal
analysis based on fast IR camera temperature measurement”,
Measurement Automation Monitoring, no. 62, vol. 63, ISSN 2450-2855,
pp. 49-51, 2017.

M. Strakowska, R. Strakowski, M. Strzelecki, G. De Mey, B. Wiecek,
“Thermal modelling and screening method for skin pathologies using
active thermography”, Biocybernetics and Biomedical Engineering,
10.1016/j.bbe.2018.03.009.

M. Strakowska, P. Chatzipanagiotou, G. De Mey, V. Chatziathanasiou,
B. Wigcek, “Novel software for medical and technical Thermal Object
Identification (TOI) using dynamic temperature measurements by fast IR
cameras”, 14th Quantitative InfraRed Thermography Conference, QIRT
2018, June 25-29, 2018, Berlin, DOI: 10.21611/qirt.2018.053
http://qirt.gel.ulaval.ca/archives/qirt2018/papers/053.pdf

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]
[25]

[26]
[27]
[28]

[29]

M. Strakowska, B. Wiecek, M. Strzelecki, A. Kaszuba, “Screening
procedure based on cold provocation and thermal tissue modeling”, 13th
Quantitative Infrared Thermography Conference, 04-08 July 2016,
Gdansk, Poland.

M. Strakowska, R. Strakowski, M. Strzelecki, G. De Mey, B. Wigcek,
“Evaluation of Perfusion and Thermal Parameters of Skin Tissue Using
Cold Provocation and Thermographic Measurements”, Metrology and
Measurement Systems, The Journal of Committee on Metrology and
Scientific Instrumentation of Polish Academy of Sciences, vol. 23, issue
3,2016.

M. Strakowska, G. De Mey, B. Wigcek, M. Strzelecki, “A Three Layer
Model for The Thermal Impedance of The Human Skin: Modeling And
Experimental Measurements”, Journal of Mechanics in Medicine and
Biology, 15(3), 2015, DOI: 10.1142/S021951941550044X .

P. Chatzipanagiotou, V. Chatziathanasiou, G. De Mey, B. Wiecek,
“Influence of soil humidity on the thermal impedance, time constant and
structure function of underground cables: A laboratory experiment”,
App Therm Engin, vol. 113, pp. 1444-1451, 2017.

V. Chatziathanasiou, P. Chatzipanagiotou, I. Papagiannopoulos, G. De
Mey, B. Wiecek, “Dynamic thermal analysis of underground medium
power cables using thermal impedance, time constant distribution and
structure function”, Applied Thermal Engineering, vol. 60, no. 1-2, pp.
256-260, 2013.

H. Garnier, M. Mensler, A. Richard, “Continuous-time Model
Identification from Sampled Data: Implementation Issues and
Performance Evaluation”, International Journal of Control, vol. 76, issue
13, pp. 1337-1357, 2003.

L. Ljung, “Experiments with Identification of Continuous-Time
Models”, Proceedings of the 15" IFAC Symposium on System
Identification, 2009.

A.U. Jibia, M-J Salami, “An Appraisal of Gardner Transform-Based
Method of Transient Multiexponential Signal Analysis”, International
Journal of Computer theory and Engineering, vol.4, pp. 16-24, 2012.

B. S. Yarman, A. Kilinc, A. Aksen, “Immitance Data Modelling via
Linear Interpolation Techniques: A Classical Circuit Theory Approach”,
Int. J. Circ. Theory. Appl., 32: 537-563, 2004.

K. Wang, M. Z. Q. Chen, G. Chen, “Realization of a transfer function as
a passive two port RC ladder network with a specified gain”, Int. J. Circ.
Theory. Appl., 45: 1467— 1481. doi: 10.1002/cta.2328, 2017.

CAPTAIN - Computer-Aided Program for Time-Series Analysis and
Identification of Noisy Systems.
(http://www.es.lancs.ac.uk/cres/captain/)

https://vigo.com.pl/

Savitzky A., Golay M.J.E.: Smoothing and differentiation of data by
simplified least squares procedures. Anal. Chem., vol. 36, pp. 1627-
1639, 1964.

https://www.comsol.com
https://nl.mathworks.com/help/ident/ref/tfest.html

Infrared detectors Room Temperature and TE-Cooled. [07.05.2019].
Available:  https://www.boselec.com/wp-content/uploads/Linear/Vigo/
VigoLiterature/BEC-Vigo-IR-Detector-Catalog-03-08-19.pdf
https://vigo.com.pl/

143






Analysis and Modelling
of ICs and Microsystems






June 25-27, 2020, Lodz, Poland

Proceedings of the 27" International Conference "Mixed Design of Integrated Circuits and Systems"

A Process, Voltage and Temperature Dependent
Modeling Methodology for Industrial Requirements

Ivan Sejc, Robert Kappel
ams AG
Premstaetten, Austria
ivan.sejc@ams.com, robert.kappel@ams.com

Abstract—Time efficient and accurate design verification is a
key procedure in an industrial environment. In order to achieve
both, a behavioral modeling can be used instead of more complex
SPICE model options. This, however, requires a significant model
complexity. This paper proposes a PVT and Monte Carlo
modeling methodology based on the generation of polynomial
equations with Matlab environment. These expressions are then
used to describe the model behavior of its outputs and inputs. The
use of behavioral model significantly reduces simulation time and
still provides relatively high degree of accuracy while considering
the variation in temperature, supply voltage and process corner.

Keywords—Behavioral modeling, PVT variations, Matlab

L INTRODUCTION

Design verification (DV) of mixed-signal systems has
become more time consuming process because of its increasing
complexity. In order to simulate the overall behavior of the
system considering the PVT (Process Voltage Temperature)
variation and MC (Monte Carlo) variations in SPICE based
simulations, one has to consider and plan the necessary time
effort and engineering resources accordingly. This is often in
conflict with very tight project schedules leading to a design
phase duration of several months in an industrial environment.
Therefore, a time efficient DV process is necessary. A good
candidate to optimize a DV process by reducing the simulation
time is the use of Behavioral Models (BM). BM can effectively
describe the behavior of the complex systems while significantly
reducing the simulation time [1]. However, the BM must contain
enough information for a relatively accurate DV. From the
industrial point of view, the BM needs to show the exact
functionality, including startup and power down behavior, but
also needs to be dependent on the power supply, temperature,
process corner and mismatch variations.

The possible BM implementations were already published in
[1] and [2] by using response surface models (RSM) and
distribution functions. Those allowed to model a circuit behavior
under different PVT conditions while considering the aging
effect [1]. However, in [1] and [2], significantly large amount of
simulation data was necessary to cover MC variations and aging.
The amount of simulation data was even bigger in [3], where no
parameter identification was performed. This work presents an
improved methodology for the BM development for industrial
requirements by considering PVT and MC variations. RSM was
used to model the analog behavior of the bandgap voltage
reference with a help of Matlab Curve and Surface Fitting
Toolbox. Due to its simple and user friendly implementation of

the algorithm it is able to reduce the overall time to prepare the
necessary scripts which generate a polynomial approximation to
the SPICE simulation results.

Section II. describes the modeling methodology and RSM
generation by using the Matlab Fitting Curve Toolbox. In
section IIl., the proposed methodology is applied on the
example of the bandgap voltage reference circuit, considering
the model accuracy, simulation time and complexity of the data
pre-processing. Section I'V. concludes the achieved results.

II. MODELING METHODOLOGY

The modeling flow is divided into several steps as shown in the
figure 1.

- “
Spice Simulations Step 1

\ J

A VA
Matlab - Curve/Surface Fitting Step 2

\ J

, v ‘
VerilogA Model Generation Step 3

\ J

Figure 1. Modeling flow

A. Spice Simulations

The first step is to perform all the necessary SPICE
simulations to obtain the output parameter y as a function of
required input variables e.g. temperature, supply voltage or
process corner. The output data are then saved as a .csv file and
prepared for post-processing. In the case of MC simulations,
Gaussian distribution of the parameter y is obtained. The mean
value and standard deviation are extracted from the simulation.

The amount of the necessary simulations rises based on the
number of variables. Temperature dependency of the output
parameter y requires one variable sweep which results in two
dimensional representation of y(7) as shown in figure 2 for the
example of bandgap reference voltage where V,r = y(T).

Copyright © 2020 by Department of Microelectronics € Computer Science, Lodz University of Technology 147



1.226

1.225
1.224
1.223¢

_ 1222

1.216 I I I I I
-40 -20 0 20 40 60 80 100 120 140

Temperature [°C]

Figure 2. V¢ as function of temperature

Additionally, another variable can be added, in this case a
supply voltage — Vpp. The output parameter V,.ris now function
of two variables — V.7, Vpp) leading to the three dimensional
graphical representation, shown in figure 3.

32 T
3 S \/ 50
28 T

V, V] 26 -50

DD [ Temperature [°C]

Figure 3. Vs as function of temperature and supply voltage Vpp

The information about the process corner dependency can
be also added as shown in figure 4. In this case, multiple surface
representations of V,(T,Vpp) are obtained for different process
corners.

Temperature [°C]

Figure 4. V. as function of temperature and supply voltage Vpp and process
corner
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B. Equation Generation in Matlab

The second step of the modeling methodology is generation
of all the necessary mathematical equations in order to describe
the behavior of the output V., by using Matlab Curve and
Surface Fitting toolbox, since it provides relatively fast and user-
friendly approach. First of all, curve fitting was used to
approximate the V. with a polynomial equation which was
chosen due to the character of the V.. Different types of
approximation functions are available e.g. exponential, linear
etc. The fitting toolbox generates the polynomial coefficients
cy...cn as shown in the general equation (1), where y refers to an
output parameter of the system and x is a variable which can be
temperature, supply voltage, etc.

y = cox° + cixt + cpx? + -+ o™ @))

For the purpose of the bandgap voltage reference,
the equation (2) is shown as more specific example where V,.ris
an output parameter and 7 is the temperature.

Vief(T) = coT® + T + ¢;T? + - + ¢, T" @)

The accuracy of the function depends on its complexity,
respectively on the number of coefficients used in equation. In
order to increase the number of variables, surface fitting can be
used. This approach allows now two independent variables (x;,
X2) as shown in the general equation (3).

Yy = o+ cixtxt + cyxl +
1 1..2 2.1 m.,DP
+e3xg + Cyxix5 + csxixg + -+ x5 3

Again, for the purpose of the bandgap voltage reference, the
equation (4) describes Vs as a function of temperature (7) and
supply voltage (Vpp).

Veer (T, Vpp) = co + ¢, T Vpp' + 6,TH +
+e3Vppt + T Vpp? +csT Vppt + -+ ¢, T™Vpp?  (4)

In the case of process corner dependency, every corner case
needs to have a separate equation as shown in the equation (5).

Vees (T, Vpp, f f corner)
Vyer (T, Vpp, process) = (5)

Vyer (T, Vpp, Ss corner)

C. VerilogA model generation

The third step is generation of a VerilogA model based on
the derived equations in step 2. The output parameter quantity,
either voltage or current can be simply considered as a function
VT, Vb, process corner). This is shown in listing 1.



“include "constants.vams"

“include "disciplines.vams"

module bandgap(Vref,vVdd);

inout Vref,Vdd;

electrical Vref,vdd;
thermal temp;

(* cds_inherited_parameter *) parameter real corners = 0; / parameter specified in model library

parameter real bg_out = 0;

analog begin

Temp(temp) <+ $temperature - 273.15;

if (corners == 1) // tt corner
V(Vref) <+ 1.2209+3.517e-5*(Temp(temp)*V(Vdd))+3.517e-5*(V(Vdd)*V(Vdd))+4.14e-
7*(Temp(temp)*Temp(temp))-3.4646e-7*(Temp(temp)*Temp(temp)*V(Vdd));

end
endmodule

Listing 1. Example of bandgap BM with polynomial expression describing V¢

The process corner variable must be additionally specified
in the technology model file as shown in the listing 2.

section ttmacro_mos_moscap
setscale options scalefactor=0.9

parameters corners = 1

endsection ttmacro_mos_moscap

Listing 2. Specification of the parameter ‘corners’ in the technology model file

The integer value of the parameter is then passed to a
VerilogA model which can now distinguish different process
options. The similar approach is applied for the case of the MC
analysis. Here, additional information about a distribution type,
mean and standard deviation value is specified. Mean and
standard deviation are set to 1, as shown in the Listing 3., and
can be normalized in the model later on.

section globalmc_localmc_mos_moscap

setscale options scalefactor=0.9

statistics {
process {
vary bg_voltage_mc dist=gauss std=1/1
}
}

endsection globalmc_localmc_mos_moscap

Listing 3. MC parameter specification in the technology model file

III. EXAMPLE OF PVT DEPENDENT MODEL AND
COMPARISON WITH SPICE SIMULATIONS

A good candidate for PVT BM generation is a bandgap
voltage reference circuit which is shown in figure 5.

1

Figure 5. Bandgap voltage reference circuit

PTAT and CTAT currents ensure relatively small
temperature dependency of the output reference voltage V... The
BM which describes the behavior of V. contains a set of
polynomial equations which are dependent on temperature (7)
and supply voltage (Vpp). Every process corner option includes
a polynomial equation with two variables. The simulation result
of the BM for different PVT values is shown in figure 6. The
accuracy of BM is defined by the number of polynomial
coefficients. More coefficients result in more accurate BM,
however, the simulation time will be longer. The accuracy
results of the BM in comparison to the SPICE based simulation
are shown in the table I.

TABLE L.
THE ACCURACY RESULTS OF THE BANDGAP BM

Maximum Error
5.83%
2.20%

Average Error
3.72%
1.83%

BM - 2 coefficients
BM - 3 coefficients

1.225 ss corner
fs corner

sf corner
ff corner

100

e 0

Temperature [°C]

Figure 6. Bandgap voltage behavioral model simulation result
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The table considers an absolute maximum error and an
average error for two polynomial equations, the first one with
two coefficients and the latter with three. The simulation time of
the BM is compared with SPICE simulations in table II.

TABLE II.
SIMULATION TIME COMPARISON

DC simulation
SPICE netlist 511ms
BM 168us

Transient simulation (1us)
830ms
44ms

The simulation time of the BM is almost 20 times shorter in
the case of transient simulation than the SPICE model. The MC
simulation results and comparison with SPICE netlist are shown
in table III. As shown, the simulation time with BM shows
almost 6 times improvement compared to SPICE based
simulation.

TABLE III.
MONTE CARLO SIMULATION TIME COMPARISON

MC simulation time (200 runs)
SPICE netlist 1193s
BM 200s
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IV. CONCLUSION

This work presented a PVT dependent modeling
methodology with a help of Matlab environment. The BM based
on this methodology was compared in terms of accuracy and
simulation time with SPICE based modeling of bandgap
reference voltage circuit. The comparison showed significant
simulation time enhancement with relatively good accuracy. The
proposed modeling methodology also allows BM to be used in
MC simulations and considers different process corner options
which can provide more useful information in a DV process for
relatively small amount of effort. This approach can be used to
describe relatively large designs since only input and output
behavior of the system is modelled with very low granularity.
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Abstract—Authors presents a very important problem of
estimation capacitance structures used in MEMS sensors. The
importance comes from the fact that during operation, inertial
sensors deform under influence of external forces. The result of
the problem is visible in capacitance deviations what directly may
be seen in accuracy sensor measurement.
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1. INTRODUCTION

MEMS inertial sensors are well-known microdevices
commonly used for measurement linear or rotational motion of
objects. MEMS (Micro-Electro-Mechanical Systems), are
considered as devices and systems including mechanical
elements, sensors, actuators, and electronic circuits fabricated on
a one silicon substrate through the same technology. Design
process of device is the first, crucial step in whole proces
preceeding fabrication. Design, in turn, is the stage which is
repeated many times because of the optimization of structure.
This optimization comes from simulation results and analysis of
stresses, deformation — generally, mechanical and electrical
response.

Nowadays, MEMS structures are very interesting areas for
researchers and discoverers from academic centers like
universities and from commercial companies which have their
own Research and Development departments.

Inertial MEMS sensors like accelerometers and gyroscopes
are built of solid material, and therefore these are devices, which
are governed by mechanics rules. As classical spring-mass-
damping systems they are vibratory systems with elements
which assure returning mass to an equilibrium state. The
measurement process is based on proof mass displacement from
equilibrium state along one, specified axis and convert it to an
electrical signal. The method of transformation is various,
however the most willingly applied is microsensors capacitance
change detection.

There are some publications which consider capacitance
deviation influenced by external factors. The essence of the
problems of capacitance deviations caused not only during
device operation, but also coming from design and fabrication
are discussed in [11-14]. It can be found also performance and
ASIC considerations for signal processing coming from the
device and compensation of potential deviation. Deformation of
MEMS structures was described in details in publications [1-7].
Consideration in reference to modal analysis, fluctuations of
eigenfrequencies and Q-factors are included there. Additionally,
in [8] results of FEM studies on capacitance are considered for
electrostatic comb-drive microstructures. Analysis of influence
of the edge-effect on the electric and additional impact on

capacitance in inclined-plate capacitor system is analyzed in [9].
In [10] results of analyzing an effects of temperature change on
solid structure deformation are discussed, moreover effect on
total performance.

II. THEORETICAL BACKGROUND

In MEMS inertial sensors, input quantities like acceleration
or rotational velocity generate directly (accelerometers) or
indirectly (gyroscopes) inertial force to the system (fig. 1).
Nowadays, inertial solid-based microdevices are complex
structures with many various geometry shapes and details,
however in most cases these shapes consist mainly of well-
known simple geometrical figures like beams. Such structures
simplify modeling a device and allow to obtain results in
mathematical models very close to the results of FEM analysis.

In MEMS structures, groups of anchored and movable
electrodes are systems of serially or parallelly combined variable
capacitors. The most popular geometry is called comb structure

(fig. 1).

Fig. 1. Comb structure used in MEMS capacitive inertial sensors.

The MEMS comb capacitors consist of numbers of parallel
electrodes. Capacitance estimation in a perfect situation (when
all electrodes are in parallel) is very easy. These are just
parallelly connected single capacitors and calculation of
capacitance may be performed with use popular formula:

C A
Ceomp = Z C; = nsa
i=1

The above formula assumes, that dimensions of all electrode
fingers are the same and distances between stationary and
movable electrodes are constant.

However, in case of solid inertial MEMS devices like
sensors (where many details are combined with and these details
are very susceptible to deformation), any displacement from
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equilibrium state, anchors, combination with springs potentially
causes unnecessary structure stresses and deformations.
Moreover, the source of these deformations may come also from
other external sources like temperature. Those mentioned above
factors influence on capacitance measurements and in turn,

accuracy of sensors because of electrodes deflections,
displacement and orientation.
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Fig. 2. Comb structure electrodes and equivalent electrical schemas.
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Fig. 3. Comb structure electrodes before (a) and after (b) movement.

Fig. 2. shows that external excitation brings about deviation
from the equilibrium state. This causes inertial mass motion
(combined with electrodes), what naturally changes
capacitances located on both sides of this mass (obviously in
non-zero voltage presence) — fig. 3. Therefore, the external force
causes signal changes in two different capacitances C;and C,.
Because we consider inertial sensors, the most famous form of
external force is expressed by acceleration or rotational velocity.
Inertial mass is in equilibrium state when acceleration or
rotational velocity equals to 0. Because the output capacitance
comes from comb structure (like shown in fig.1) the difference
of C;and C, (C, is capacitance on the left, and C, — on the right)
- output capacitance - equals to O or is negligible small. In such
case, both capacitances C;and C, are equal and can be
calculated then using following well-known formula:
EgEA

Cl=CZ=CO= o

)

Force application in the form of acceleration, brings about a
displacement of inertial mass from equilibrium state, what in
turn, causes deviation of both capacitances. Consequently,
capacitance on one side of the mass grows, and on the other side,
drops and C; # C,. Capacitance difference AC = |C; — C,|
becomes not equal to zero, moreover - what is important here —
becomes proportional to mass displacement from equilibrium
state. This proportion dependency is conditioned mostly on
motion direction movable part, relative to each other and also on
geometry of these movable parts.
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Although, capacitance calculation is very simple, when
deformations take place in such devices, they must be taken into
consideration, because they may incredibly influence on many
electrodes. In fig. 4. it is shown (large scale factor), that comb
structures considered here, deform differently for different force
vector applied. Supporting beam of comb structures adopts the
shape of the “U” on the assumption, that the force vector is
normal to supporting beam or “S” letter.

Fig. 4. Comb structures deformation for a # 0 and particular top and bottom
capacitances.

Although, seemingly deformation of supporting beam is not
meaningful, it is important what happens to finger electrodes.

We see in fig. 5, that particular electrode location and
orientation changes and it is in fact caused by supporting beam
deformation. We may see, that each finger is oriented with
different angle from the original position. Therefore, it is crucial
to calculate capacitance separately.
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Fig. 5. Different angles of electrodes caused by structure deformation.

In case of “U” shape deformation the smallest (or none)
deviation is in half of the length, the highest — at the ends. In case
of “S” shape deformation we see that these are double “U”
deformation and we have three maximum deviations — at the
ends and in half of the length, whereas the smallest (or none)
deviation — in 1/4 and % of the length.

20 < Zbef_deflectioln < Z1

Capacitor before comb deflection Capacitor after comb deflection

Fig. 6. Capacitor electrode orientation change caused by comb supporting beam
deflection.

Obviously, perfect situation is when, all electrodes are
oriented parallelly and their geometrical dimensions are
constant, even in case of operating environment change. Such
situation can take place, when comb structures are not clamped
at all — or not directly. Vibratory MEMS devices operation
principle is based on vibratory mass, therefore springs limit
comb structure motion and causes additional negative
capacitance deviations, and consequently causes fluctuations of
the output signal — what is commonly present.



Let’s consider non-parallel electrodes inclined at the «
angle to reference angle (in fact 0 degree — angle with no
deformation presence). To calculate capacitance, it is necessary
to discretize finger electrodes onto very small capacitances like
in fig. 6. Each small capacitor should be calculated
independently. All these capacitances must be summed as
parallel connection. According to the above calculation non-
parallel single pair of electrodes may be performed with use
following set of formulas:

tana = 1~ %o
X1
dC = dA
= %o 0z
dA = y;dx

6z =2zy+xtana,

dA 1 yidx
PO P Y L
4 0z o Zotxtana

=gy -2 1n(z—1)mc=s0%1n(1+ﬂ) 3)

tana Zg

n

. x
Ceotat = ) Ci = Z£0§ln<1 +§>
r} L i

n
i=1 i=1

where a —angle between plates (fig. 5), y, x —plate dimensions,
zp — the smallest difference between plates, z;-the largest
differences between two plates.

plate_rotation(s)=0.4_Sufface: Electric potential (V) Slice: Electric field norm (v/m) Arrow Volume: Electrc field

Fig. 7. Electric potential distribution for non-zero angle between electrodes.

Fig. 7. shows electric potential distribution for non-zero
angle between electrodes, caused by supporting beam
deformation. It shows here, that capacitances come not only
from finger electrodes, but also from both stationary and
movable supporting beams. It is crucial to take it into
consideration, because it influences meaningfully on electric
field in comb structures, caused by their direction vectors
change. Electric field which is shown here comes from both
electrodes, has additional functionality - returning mass to an
equilibrium state. In case of electrode orientation change —
according to presented here, vectors of electric field also change.

III. SIMULATIONS RESULTS

Both Matlab/SIMULINK and COMSOL model were used
for capacitance calculation. (fig. 8). Geometrical dimensions of
MEMS structure which were used for simulation performance
are presented in table I.

Drive directicn(x)

| Central speing | Thermal expansion calculation J

il

I Sense direction(y) l | Mass calculstion | I Comb structure | I Inertisl mass | | Edge spring

Fig. 8. Model of 2-DOF MEMS device based on 2™ order differential equations
used for comb capacitance calculations.

Calculation of particular electrode angles were performed
with the use of output Cartesian coordination obtained from
simulations. Based on evaluating x and y coordinates
displacement of electrodes caused by deformation is also
calculated. Generally, a formula which may be used for that id
following:

X2 —Xq
\/(xz —x1)% + (y2 — y1)?

In Table I geometrical details of sensing structure are
presented. The material is polysilicon, with Young’s modulus
equals to 169GPa. Although all parameters in the table are
constant, during simulation, modification of electrode length
was also applied.

a = arcsin

TABLE L.
GEOMETRICAL DETAILS OF SENSING STRUCTURES.
Quantity Value

Width, length of inertial mass 100*10°m
Length of movable electrode 200%10°m
Length of static electrode 10*10°m
Device thickness 5%10°m
Width of movable electrode 5%10°m
Width of static electrode 10*10°m
dy 0-15°
o

Results of simulations for comb device parameter data, show
that maximum angle that can be achieved is about 15 degrees
and it concerns electrode dependently on location. Above this
angle value — 15 degrees — some electrodes may contact with
each other what consequently is short circuit.

Particular capacitances C;and C, in dependency of angle are
presented in fig. 9 and 10. The stronger dependency on angle is
in case of C; and it is strongly nonlinear. For angle close to
maximum value capacitance drastically grows. Fig. 9. shows
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that capacitance C; grows exponentially as electrode angle
grows from 1*107#to 6.5%10-'*F — thus, the growth is more than
6 times. Consequently, we can confirm that particular
capacitances C;and C, are dependent on electrode angle and
shift in referring to the initial situation. This shift is brought
about by deformation change of supporting beam. Therefore,
capacitance differences are 0.5-1*10"*F for angle 0 degrees and
0.5-6 *10F for maximum. Thus, we see, that value at
maximum may be 6 times more in the whole range.
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Fig. 9. C; capacitance dependency on angle for different electrode shift caused
temperature expansion.

According to plots maximum capacitance peaks presented in
fig. 9 it is clear that the amount of this maximum depends one
side on angle and on the other side on the shift of electrode
length. Therefore, there is a huge distribution of peak values for
particular configurations. Although maximum capacitance
decreases along with angle growth, for some specified cases, it
grows. One may see as alternating occurring low and high peaks
(for 1 um maximum capacitance change is 2 times in some
cases). The difference between alternating peaks drops along
with shift drops. For angle 2.3 degrees capacitance significantly
increases to 6.5%1074F.

In fig. 10. It can be seen that C, decreases for each shift
along with angle growth, however the capacitance difference
between particular values decreases along with angle grows.
Consequently capacitance difference plot has the same shape
like €4 (fig. 9) but it is shifted along with capacitance axis.
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Fig. 10. C, capacitance dependency on angle for different electrode shift caused

temperature expansion.
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In fig. 11 there is capacitance dependency on angle for small
angles (between 0 and 1 degree). It can be observed, that along
with angle growth, the difference between both C;and C,
increases and both capacitances fluctuate in this range.
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Fig. 11. C, capacitance dependency on angle for different electrode shift caused
temperature expansion.

Comb structures are affected by some motion limitations.
They come from distances between particular electrode as well
as geometrical dimensions. Because of these limitations, the
deformation may in turn limits capacitance, that device (comb
structure) may achieve. Fig. 12 shows maximum capacitance
which is allowed to achieve for given electrode length. It can be
observed, that capacitance of a single pair of electrode (of comb)
grows along with the length. For this given device capacitance
slightly grows between 3.96*107°F to 1*10"*F for length range
80-150*10°°m. Above length of 150%*10°°m — capacitance
dramatically grows. Fluctuation of maximum capacitance comes
from the fact that during deformation of supporting beam,
besides electrode orientation changes, it also moves, what may
be seen in fig. 12.
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Fig. 12. The maximum capacitance allowable for specified electrode length.

IV. CONCLUSIONS

Comb structure is one of some types of capacitor solutions
willingly applied in MEMS inertial sensors. Such complex
structures are used because combination many capacitors for one



specified functionality (actuating or sensing) multiply the
instantaneous value of physical quantity used for mentioning
purposes — in case of capacitance - Unfortunately, negative
effects are also multiplied. Here, there is a good example of that.

Results of simulations of comb structures presented here
show, that deformations of structure greatly influence on output
signal and are the source of capacitance deviations. Moreover, it
is clearly seen, that many nonlinearities, fluctuations may
degrade accuracy of such device, therefore it is incredibly
important to design comb structures with appropriate
geometrical dimensions, especially considering supporting
beam, which appeared to be part with the most influence on to
MEMS output signal. This influence manifests through
capacitance changes 1075-10"'* order (10 times difference)
caused by mechanical deformation.

The analytical results calculated with Matlab/SIMULNK
model based on presented formula gave similar results to FEM
simulation, however, it is worth to underline that the values were
a bit lower.
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Abstract—Gallium Nitride technology is entering dynamically
in the area of manufacturing integrated circuits. In this paper the
design of a Low Noise Amplifier is presented. The transistor that
is used is a bilateral, conditionally stable transistor and it has been
built at the Foundation for Research and Technology Hellas. It is
measured in order to get the Scattering parameters and the Noise
Figure. The Noise Figure is additionally calculated, together with
the noise resistance and the error between the calculated and the
measured values is estimated for a single stage amplifier.

Keywords—GaN technology; coplanar technology; noise

figure; noise resistance; low noise amplifier

I.  INTRODUCTION

Socially critical applications such as wireless and satellite
communications, terrestrial and flying radar, wireless (5G)
technologies, new generation active phase antenna radars,
cable television and “intelligent” transport infrastructure are
significantly affecting our daily lives. The cradle of all modern
technology applications is nowadays the Internet of Things
(IoT). These upcoming applications have upgraded
requirements such as higher power, higher operating
frequency, lower footprint and volume, enhanced functionality
and lower cost [1]. They are based on the use of transceivers
(T/R) (Figure 1) that allow the transmission / reception of
electromagnetic waves. The central element of T/R is the final
for the transmitter (or initial for the receiver) microwave part of
the RF front end (or Low Noise Block), consisting, among
others, of High Power Amplifiers (HPA) for signal
transmission, Low Noise Amplifiers (LNA) to receive the
signal, a common T/R antenna, and a switch allowing the
transition from the transmitting circuit to the corresponding
receiving.

The current industrial technology of HPA and LNA
circuits is based on Gallium Arsenic Semiconductor (GaAs)
devices that are hybridized to the antenna via a circulator with
electromagnetic potential (T/R) isolation.

This research has been co-financed by Hellenic Navy, Hellenic Ministry
of Defence.

The predominant technology for replacing this GaAs is that
of Gallium Nitride (GaN) due to a multitude of superior
properties of the material such as a larger energy gap, higher
charge density and high thermal conductivity, which allow its
use in very high power density applications and consequently a
smaller circuit surface area for self-performance [2]. Also, a
higher electron impedance rate allows signal amplification at
higher frequencies. GaN circuit devices can meet the increased
demands of future applications for higher power (over 40
dBm), lower noise and higher operating frequency.

GaAs Circulator or

GaAs or GaN

Fig. 1. Unit diagram of a T/R module architecture

II.  GAN BASED LOW NOISE AMPLIFIERS

GaN-based LNA design has attracted particular interest
because of its high input impedance and low noise resistance
compared to GaAs and CMOS technologies [3]. Due to the
larger bandwidth of GaN semiconductors, nearly three times
larger than Si and GaAs, the technology-based LNAs withstand
higher breakdown voltages as well as higher drain voltages.
The high reception voltage results in a power density of
SW/mm from a single transistor and is a major design
advantage compared to other technologies [4]. Furthermore,
the passive circuits using these transistors can withstand higher
power and voltage variations than other semiconductor
materials [5], [6].

156 Copyright © 2020 by Department of Microelectronics € Computer Science, Lodz University of Technology



Figure 1 illustrates the conventional architecture of a T/R,
where we observe that the protection circuits (Limiter circuits)
although they should be installed prior to the LNA circuit, they
cannot be integrated into the same substrate as the LNA,
increasing thus the cost and size of the system in GaAs
technology. In addition, they limit the performance of the T/R
by reducing the range and increasing the noise figure as they
are positioned before the LNA circuit. By using a GaN
transistor in the LNA, these protection circuits can be omitted
since the transistors withstand higher input power without the
use of an external protection circuit.

Offering comparable gain and noise ratio with other
semiconductor technologies and the advantage of high-power
input signal resistance, GaN technology is selected in this
research for X-band LNA design, with a central operating
frequency of 10GHz [7]-[10].

III.  OVERVIEW OF THE RECENT TECHNOLOGY

Applications to both consumer goods and security and
defense products since the early 2000s have been promoting
GaN transistor technology (HEMT), more in the high power
field (radar, telecommunications, etc.).

In 2012, the dual heterostructure (DHFET) AIN/GaN/
AlGaN millimeter wave performance was presented and the
minimum noise level was achieved at 36 GHz with a relative
gain of 7.5 dB [11], while in 2013 an LNA with 2.3 dB noise
figure at 7 GHz was presented [12]. In 2015, Optimum
Existing Technology (SotA) for Noise Technologies for a
Single-stage Low Noise Monolithic Amplifier (MMIC LNA)
(NF = 3.3dB @ 30GHz) was achieved (as well as for three-
stage LNA MMIC Amplifier with NF<3 dB above 14% of the
frequency band) [13]. In 2016, it was published for the Ka
band (27 GHz - 40 GHz) a MMIC LNA too, on a GaN
substrate with NF<2 dB in a frequency range of 28 GHz- 39.2
GHz and with a wide range of useful DC polarized network
conditions (Vd=0.6V - 4V, Pdc=5 mW - 310 mW) [14].

IV. GAN TRANSISTOR SELECTION AND MEASUREMENTS

Transistors can be completely characterized by their
scattering parameters (S-prameters) that vary with frequency
and bias level. With these parameters, it is possible to calculate
potential instabilities (tendency to oscillation), maximum
available gain, input and output impedances, and transducer
gain. It is also possible to calculate optimum source and load
impedances either for simultaneous conjugate matching or
simply to help choose specific source and load impedances for
a specified transducer gain. The source impedance, which
results in the minimum (optimum) Noise Figure (NF) is called
Zopt and when expressed in terms of reflection coefficients it is
Sopt. Regarding noise, transistors can be completely
characterized by their S-parameters, four (4) noise parameters
and the source impedance. One common parameter is the
minimum noise figure Fmin which is achieved at the specific
optimum (complex) reflection coefficient (Sopt). Two of the
other parameters are magnitude and angle of Sopt , with the
fourth parameter being the equivalent noise resistance rn..

A Gallium Nitride (GaN) transistor, which operates on the
X-band has been built at the Institute of Technology and
Research of Foundation for Research and Technology Hellas

(FORTH) with the use of coplanar technology as shown in
Figure 2. This JFET is a key building block of the design and
implementation of the LNA, which will form part of a single-
phase Active Phase Array System for shipping radar at the X-
band. Small signal measurements have been made so far as
well as NF measured values for the band 5-15 GHz, as it is
shown in Table 1. Measurements have been made using an
Anritsu MS4644B Vector Network Analyzer (VNA) with an
input power of 0dBm. There are no measurements for the noise
resistance nor for Sopt. Also, there are no large signal
measurements. In addition strong signal metrics (with input
power above 20dBm) are expected to be used for the design
and implementation of an HPA at X-band with output power
above 40W.

The transistor is biased with VGS (gate-source voltage) at
2.5Volts, VDS (drain-source voltage) at 15Volts and drain-
source current at 32mA. Initially, it is assumed that the
measured S11 is also the Sopt as the single LNA design for the
testing will have the proper matching circuit both for the input
and output.

In order to design an LNA, the noise parameters named
Sopt, NFmin and m, have to be known. Taking into account
that we have only Sopt and NF, which are measured, it is
possible to calculate the rest noise parameters and compare
them with the measured ones. Measurements for the noise
resistance will be made using the same VNA, with some
additional connected components [15].

Fig. 2. The measured JFET

freq S(1.1) S(1,2) S(2,1) S(2,2)
5.000 Hz 0.989/-9.701 0.023/73.405 2.396/173.319 0.831/-8.685
1.000 GHz 0,989 /-9.701 0.023/73.405 2.396/173.319 0.831/-8.685
2.000 GHz 0.983/-19.966 0.045/73.193 2537/ 164.754 0.798/-14.826
3.000 GHz 0.969 /-29.209 0.064 / 65.301 2488/ 156.620 0.779/-20.491
4.000 GHz 0.950/-38.447 0.084/59.210 2.4341148.285 0.762/-25.838
5.000 GHz 0.931/-47.280 0.100/53.218 2.365/140.217 0.743/-31.240
6.000 GHz 0.910/-55.745 0.115/46.973 2.284/132.537 0724 /-36.521
7.000 GHz 0.887/-63.721 0.129/41.499 2.194/125.215 0.705/-41.322
8.000 GHz 0.865/-71.225 0.140/ 36.546 2.100/118.303 0.685/-46.053
9.000 GHz 0.843/-78.264 0.151/31.537 2.006/111.817 0.668 /-50.558
10.00 GHz 0.824 /-84.882 0.160/26.816 1.917/105.664 0650 /-54.743
11.00 GHz 0.804/-91.283 0.169/21.773 1.828/99.715 0.632/-58.790
12.00 GHz 0.785/-97.245 0.176/16.944 1.746 / 94.085 0.617/-62.683
13.00 GHz 0.766/-102.715 0.180/ 12,154 1,663 / 88.830 0.601/-66.032
14.00 GHz 0.748/-107.754 0.182/7.798 1.588 / 83.885 0586 /-69.306
15.00 GHz 0.734/-112.334 0.182/4.361 1.520/79.295 0577 /-72.192

Fig. 3. The measured S-parameters of the transistor

V.  GAN NOISE PARAMETERS ESTIMATIONS

For the normalized noise resistance m estimation we use
the following formulas [16] where Rn is the noise resistance
and F is the Noise Factor which is the measured Noise Figure
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in pure number. The transistor is assumed to be working at the
minimum temperature Tmin=263K. The scattering parameters
S21 and S11 have already been measured and Z0 is 50€Q.

a
F=ld—— 1
k.TO.|5‘21|2 ()

a= |SZl|2 ' (k *Tmin + ﬁ ) |Sopt|2) (2)

4-k-Ty-R,

f=—-—5 3)
Zo |1+ Sope|”

For the NFmin=10log(Fmin) calculation we use the
following formula

2
4-R,-|I5 =S,
F = Fpin + ]Sl “@
ZO'(l_lrslz)'|1+Sopt|

where I's is the source reflection coefficient.

I +
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||
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Fig. 4. Simulated circuit with the use of ADS (Advanced Design System)
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Fig. 5. Comparison between measured and simulated NF
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In Figure 4 the design in Advanced Design System (ADS)
is presented in order to test the performance of the JFET.
Figure 5 gives the comparison between the simulated NF and
the measured NF. The error entered varies from 0.15 % (at
9.5GHz) to 30% (at 5GHz). This is encouraging enough to start
designing the Low Noise Amplifier without having the noise
resistance measured, since the LNA is designed to operate at
10GHz, where the error is small enough to be accepted (0.4%).

VI. LNA DESIGN

For the first stage of the LNA the transistor is polarized
with VGS at 2.5Volts, VDS at 15Volts and drain-source
current at 32mA. The transistor is conditionally stable - as its
shown in Figure 6 - and bilateral. Rollet’s stability factors are
K=0.436 and A=0.607 for the operating frequency f=10GHz.
The maximum gain is 10.79 dB at 10GHz

A way to deal with the oscillations is to add a 90Q
resistance in series with the output and the simulated results
give K=2.009 and A=0.488 which means that the transistor is
unconditionally stable but S parameters as well as noise have
been affected with a simulated value for the NF 3.694 dB
(approximately 20% deviation). The maximum gain is 7.45 dB
at 10GHz.

(S~

~_

indep(L_StabCircle1) (0.000 to 51.000;

S~

indep(S_StabCircle1) (0.000 to 51.000;

Fig. 6. (a) Load Stability circles and (b) Source stability circles for
frequencies 5-15 GHz

Another method to deal with the problem of oscillations is
accomplished through a coil at the source, with the aim of
eliminating parasitic capacities increase gain [17], [18]. After
connecting the proper matching circuits to the input and output
of the first stage, the circuit of Figure 7 is obtained, with the
results as shown in Figure 8. The LNA is stable at frequencies
from 5 to 15GHz. The maximum gain is 6.94 dB at 10GHz and
the NF is 3.2dB, almost 6% higher than the minimum of the
transistor.

Regarding the design of the inductors, they must consist of
as many coils as possible in order to avoid coupling between
adjacent coils in the layout. However, the initial design that has
taken place has taken into account to some extent coupling
between adjacent coils to avoid problems with the amplifier
layout.

Then, once the noise parameters for the transistor in the X-
band are given by FORTH, the design will continue, adding
more stages, so that the final design meets the initial
requirements. Table I summarizes both designs.



TABLE L.
SUMMARY OF THE PERFORMANCE OF THE DESIGNS

NF(dB) Gmax (dB) Stability
Transistor 3.002 10.789 No
Resistance in series 3.694 5.046 Yes
Coil in parallel 3.208 6.936 Yes

L2
L=1030.9 pH {t)
Re

S 2V N

i

DC_Block1

Term1 c3 Tem2,
Num=1 C=0.4 pF {§
2250 Ohm L=2.508 nH {t DC_Block2 e o
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L osow nH )
}/D

I ™ I
_‘Dc Feed? _‘DC Foed2 1 =
|
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Vde=VGS

SRC2
Vde=VDS

Fig. 7. Simulated circuit with the optimized matching circuits for the input
and output, with the use of ADS (Advanced Design System)
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Fig. 8. Simulated results for the LNA’s S-paremeters with the use of ADS

VIL

The design of any kind of LNA demands, except S-
parameters values, the noise parameters values for the
operating frequency at least. This paper is presenting the
method to design an LNA using only measured S-parameters
and NF of a JFET conditionally stable and bilateral. The Rn is
calculated and the error inserted to the NF is less than 0.4% at
the operating frequency. Once the error between the original
NF measured and the calculated one is acceptable, we will
proceed to the LNA design. This design is ambitious and full of
challenges, as it seems to be necessary to use the stability
resistor, which worsens the transistor noise characteristics. The
alternative method to deal with instabilities is the use of a coil
at the source. This design give a NF=3.2 dB and a maximum
gain approximately 7 dB. As the design is successful, the
amplifier will be manufactured and measured.

CONCLUSION
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Abstract—In this paper, concepts of fractional-order (FO)
derivatives are discussed from the point of view of applications in
the circuit theory. The properties of FO derivatives required for
the circuit-level modelling are formulated. Potential problems re-
lated to the generalization of transmission line equations with the
use of FO derivatives are presented. It is demonstrated that some
of formulations of the FO derivatives have limited applicability
in the circuit theory. That is, the Riemann-Liouville and Caputo
derivatives with finite base point have a limited applicability
whereas the Griinwald-Letnikov and Marchaud derivatives lead
to reasonable results of the circuit-level modelling.

Keywords—Circuit theory, circuit simulation, transmission
lines, fractional calculus.

I. INTRODUCTION

The fractional-order (FO) calculus is a branch of mathemat-
ics investigating formulations of the derivative operator D¢
with the order o being a real number (o« € R). Hence, the
FO derivative operator D is a generalization of the standard
integer-order (IO) concept of the n-fold differentiation D™
where n is an integer number (n € Z). The FO calculus
has been applied in the circuit theory for many years [1]—
[4]. Reviews of numerous formulations of FO derivatives can
be found in classical monographs [5]-[7].

Some definitions of FO derivatives are well established and
already applied in the circuit theory, whilst some definitions
have been introduced recently. Hence, we discuss the applica-
bility of four important derivative definitions, i.e., Riemann-
Liouville, Caputo, Griinwald-Letnikov and Marchaud, from
the circuit theory point of view. The ambiguity of definitions of
the FO derivative, whose properties sometimes exclude them
from applications in the circuit theory, is the motivation for
our research. Recently, opinions appear that questionize appli-
cability of FO derivatives and models in electrical sciences and
engineering [8]-[10]. Such a discussion in literature suggests
that the proposed analysis of properties of FO derivatives is
currently necessary.

II. FO DERIVATIVE PROPERTIES NECESSARY FOR
APPLICATIONS IN CIRCUIT THEORY

Already, several attempts have been made to specify the
conditions that constitute the FO derivative [11]-[13]. Fur-
thermore, these properties have also been discussed from the
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point of view of possible applications in the electromagnetism
[8], [14]. In this section, we would like to formulate the
set of properties which allow for applications of the FO
derivative concept in the circuit theory. It is assumed that
considered functions are smooth enough for the FO derivative
operator D (o > 0) to be applied. Moreover, we should
assume that considered functions are smooth enough that the
sequence of derivatives D, and Df' may be exchanged, i.e.,
D,D¢ = DgD, (practically we may require that v(x,t)
and i(z,t) are class C? functions). Hence, the FO derivative
employed in the circuit theory should satisfy the following
properties:

1) Identity

DOf(t) = f(1). M
2) Compatibility with 10 Derivative
Do F(t) = (%a ®,  aeN %)

3) Compatibility with 10 Integral

D f(t) = / .‘/f(t)dat,

4) Linearity
D*(af(t) +bg(t)) = aD* f(t) + bD%g(t). (4)

aeN.  (3)

5) Semigroup Property (also called the index law)

DDPf(t) = DPDf(t) = D*TPf(t), «a,B€R.

)
This property is sometimes validated under additional
assumptions that, e.g., either a;, 3 < 0 or 0 < o, B, @ +
[ < 1. However, as it is noticed in [9], the condition
(5) may not be satisfied for widely applied definitions
of FO derivative.

6) Trigonometric Functions Invariance
Daejwt _ (jw)aejwt (6)

where j = \/—1. This property is a generalization of
the fundamental formula taken from the IO calculus. It
is required for the representation of signals in the phasor
analysis of circuits.

Copyright © 2020 by Department of Microelectronics € Computer Science, Lodz University of Technology



7) Constant Function Derivative
D*C =0 @)

where C = Const. This property results from the
trigonometric functions invariance because one obtains

(7) from (6) for w = 0.
Let us consider the function f(¢) defined in the entire real
line for which the bilateral Laplace transform can be defined

~ +OO
f=c{ft) = / f(tye<tdt. ®)

It is identical to the unilateral Laplace transform given by

~ +oo
f=c{ft)}= /0 f(t)e*'dt 9)

for causal functions (i.e., f(t) = 0 for ¢ € (—00,0)). Let us
assume that f is a solution of the circuit analysis obtained with
the use of the Laplace transform. Then, substituting s = jw
into f should give the frequency-domain solution.

The circuit analysis can be executed in either time or
frequency domain. The solutions obtained in both domains
should be equivalent which means that results of time- and
frequency-domain circuit analyses should be related by the
Fourier transform. The properties (1)—(7) are required when
using the classical methods of the circuit theory. For instance,
in the next section, we demonstrate inconsistencies which can
arise when the semigroup property is not valid for the FO
derivative. Then, we review popular definitions of fractional
derivatives from this perspective.

III. PROBLEMS RELATED TO MODELLING OF FO
TRANSMISSION LINES

The IO model is able to describe characteristics of the
transmission line in a limited frequency range. It stems from
the fact that for THz frequencies, a conductor exhibits both
frequency and spatial dispersion [15], [16]. Hence, the loss
term in the traditional RLGC model with IO elements (see
Fig. 1) becomes insufficient to describe the dispersion and non-
quasi-static effects. It may further result in causality problems
in the time-domain analysis. However, the FO RLGC model
of the transmission line (see Fig. 2) can describe these effects
also in the THz frequency range. In [15], [16], a causal
and compact FO transmission line model for THz frequencies
is developed for CMOS on-chip conductor. Due to inclusion
of frequency-dependent dispersion loss and non-quasi-static

o) = .20

dt
-
______ _/\/\/\/\,_/'WV\ .
R I i) = C drigf)

Fig. 1. Unit-cell equivalent circuit of IO model of transmission line.

-
R L, i(t) = CaD2u(t)
G I e

Fig. 2. Unit-cell equivalent circuit of FO model of transmission line.

effects, a good agreement of the characteristic impedance is
observed between the FO model and measurements up to 110
GHz. On the other hand, the traditional IO RLGC model pro-
vides agreement between the model and measurements only
up to 10 GHz. These results clearly demonstrate advantages of
the FO transmission line modelling. However, as demonstrated
below, the circuit-level modelling of FO transmission lines
may be problematic if the definition of the FO derivative does
not satisfy the semigroup property (5).

Let us consider the transmission line as in Fig. 2. Then, the
voltage v = v(x,t) and the current ¢ = i(z, t) along the line in
the z direction are solutions to the following set of equations:

% = —Ri— L,D}i (10)
% = —Gv — CgDlv. (11)

Differentiating both equations with respect to x and sub-
stituting (10) into (11) and vice versa (with the use of
D, Dy = Dy D, property), the FO telegraph equations [17]
are obtained as follows:

82

8—;2] = RGv + RC3DPv + L,GD]v + L,CsD] DPv (12)
0% ; B v B,

w = RGi + RCﬁDt 7+ L’YGDt 7+ L’)’CﬂDt Dt 1. (13)

One can notice that the voltage and the current satisfy the same
telegraph equation if and only if 8 = 7 or the FO operators
commute (i.e., D} D = D’ D}). For 8 =~ = 1, one obtains
the telegraph equation [18] for the traditional RLGC model of
the transmission line with IO elements.

Let us consider the phasor representation of the voltage and
the current along the line

v =RN(Velh)
i = R(IeM?)

(14)
as)

where V = V(z) and I = I(z) are respectively voltage and
current phasors that are functions of the spatial variable x
only and w denotes the angular frequency. From (10)—(11), one
obtains the following equations describing the FO transmission
line in the frequency domain:

aV
oy = B+ G L (16)
oI
5, = G+ (W) CalV. (17
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Substituting (16) into (17) and vice versa, the telegraph
equations are obtained in the frequency domain as follows:

PV - s
g = B W) LG + (jw) ClV (18)
0?1 Ny .\
o2g = B+ (W) Ly][G + (jw)"Cpll. (19)

It occurs that the voltage and current phasors satisfy the
same equation in the frequency domain. However, the problem
considered in the time domain results in different equations
(12)—(13) for the voltage and the current along the line. For
definitions of the fractional derivative that satisfy both (5) and
(6), the time-domain FO telegraph equations (12)—(13) are
consistent with the frequency-domain formulation (18)—(19).
Hence, the semigroup property (5) is required for the circuit
analysis of the FO transmission lines. From this point of view,
we consider popular definitions of FO derivatives in the next
section.

IV. FO DERIVATIVES

Let us assume that considered functions, i.e., f: R — R, are
defined on the real line. Presented definitions of FO derivatives
have left- and right-sided versions. In our investigations, only
the left-sided version is considered. These approaches are
symmetrical and the left-sided version operates on past times,
hence, it is closer to the concept of causality. It is worth
noticing that both Riemann-Liouville and Caputo derivatives
are defined with the use of the base point. The classical
approach assumes that the base point a € R is a finite number,
but the definitions may also be extended to a = +oc0. Usually,
due to the causality assumption, a = 0 is selected and the
domain of the function f can be restricted to the interval
[0, 4+00).

A. Riemann-Liouville

The Riemann-Liouville integral is defined as

JOf(t) = ﬁ / (o)t — 7)o Ldr

where @ > 0 is an order of integration, I' is the Gamma
function and a is the fixed base point. Hence, the Riemann-
Liouville derivative of order o € (n — 1,n) is defined as

DJ(t) = D" f(1).

(20)

2D

The Riemann-Lioville derivative does not satisfy neither (5)
nor (6). The semigroup property for the Riemann-Liouville
intergral is discussed in [11, Section 3.2]. Some counterex-
amples (actually related to fractional differential equations)
are presented in [19] (see Example 6.2 and Remark 5). For
instance, the base point a = 0 leads to the derivatives of the
sine and cosine functions being nonelementary functions (refer
to e.g. [20, Propositions 11, 12])

D%sin(wt) =

(Eri-a(jwt) + Eri—a(—jwt))  (22)

D% cos(wt) = (Br1-a(jwt) — By 1 o(—jwt))

2
t*()t
— 2

5 (23)
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where E, g(z) is the generalized Mittag-Leffler function.
However, the Riemann-Liouville integral of neither sine nor
cosine exists when a = —oo due to the divergent integral in
the unbounded domain for o > 0.

The Laplace transform of the FO derivative of the order o
(o € [n—1,n) where n € N) for the function f: [0, +00) — R
can be calculated as [7, Formula (1.85)]

n—1

LD (1)} = s"L{f()} = Y s* D F f(D)]imo- (24)
k=0

B. Caputo

The Caputo derivative is defined similarly to the Rimenann-
Liouville derivative (21) but with the opposite order of FO
integration and 1O derivative operators

Df(t) = J" D" f(t) (25)

where a € (n — 1,n). It is also possible to define it based on
the Riemann-Liovuille integral (see [7, Formula (1.12)] or [6,
Formula (2.4.1)])

n—1

k
2 sz”“)(o)} 26)

k=0

cDf(t) = RrLD" [f(t) -
where <~D® is the Caputo derivative and gr;D® is the
Riemann-Liouville derivative with the same base point a = 0.
These two definitions agree for a function f of the class
C™, although the definition (26) formally requires only the
existence of (n — 1)-th derivative in the neighbourhood of the
base point ¢ = 0. The formula (26) applied to the function
f(t) =sint for @ € (0,1) shows that (22) is also valid for the
Caputo derivative with the base point @ = 0. Therefore, the
Caputo derivative does not satisfy (6) — for exact formulas see
[20, Propositions 11, 12]. Moreover, the semigroup property
(5) is not generally valid for this definition, refer to [19] and
especially to Example 6.1 therein.

The Laplace transform of the FO derivative of the order
a € (n—1,n] (where n € N) of the function f: [0, +00) — R
can be calculated as [7, Formula (1.88)]

LD F(0)} = L0} — s 00), @)

k=0
C. Griinwald-Letnikov

The Griinwald-Letnikov derivative of the order o« > 0 is
given by the discrete formula (refer to [5, Formula (20.7)])

a . 1 . m[ &
DS = Ji e D) () sta=mn s
where () = alazb)..la=m+]) This definition satisfies both

(5) (refer to [21, Sectiz)nﬁ 2.6.1]) and (6) (refer to [21, Formula
(2.65)]).

The bilateral Laplace transform of the derivative of the order
a € (n—1,n) (where n € N) of the function f: R — R can
be calculated as [21, Sections 2.7.3 and 2.8]

LIDYF()) = s“LLf (D)}, Rs>0.  (29)



D. Marchaud

The definition of the Marchaud derivative is similar to the
Riemann-Liouville derivative with a base point a = —oo. For
a broad class of functions, these two definitions are equivalent,
i.e., for a class of sufficiently smooth functions with an
appropriate behaviour at —oo as discussed in [5, Section
5.4]. There are also very important differences between both
definitions. The first one is that the Marchaud derivative
can be calculated for a broader class of functions than the
Riemann-Liouville derivative, including the sine and cosine
functions. Furthermore, the Marchaud defintion is equivalent
to the Griinwald-Letnikov definition for a broad class of
functions, covering periodic functions and LP(R) functions
for p € [1,+0), refer to [5, Theorems 20.2 and 20.4]. The
recent survey paper [22] discusses both approaches in details.

In general, the Marchaud derivative is defined for a > 0
(refer to [5, Section 5.5], [7, Section 1.3.1], and [23] for a
historical perspective). When o € (n — 1,n) and n € N, then

oy = @D RN — f0 D7)
D f(t) - F(’I’L _ a) /0‘ T2+(y7n dT

(30)
where f is assumed to be smooth enough, e.g., f €
C" Y (R) with f(»~1) bounded. Because it is equivalent to
the Griinwald-Letnikov derivative, it satisfies both (5) and (6).
Anyway, (6) can be directly verified from the Formula 5 in
Table 9.2 in [5]. The formulas

1979 (sinwt) = w* L sin(wt — (1 — a)g) 31)
(I-a) . _ a1 (1
IL " (coswt) = w* " cos(wt — (1 — ) 2) (32)

are satisfied for w > 0 and « € (0, 1). Then, (31)—(32) should
be differentiated to get the fractional Marchaud derivative of
the order «, i.e.

D“(coswt + jsinwt) = (33)
w(—sin(wt — (1 — a)g) + jcos(wt — (1 — a)g) =
*(=sin(wt +al — 2) + jeos(wt + a — =)
"(— sin Z_Z Ty
w sinwt + ag — 5) +jcos(wt + ag —

waejwtejag — (jw)aejwt

for @ € (0,1) and w > 0. Similar derivations can be obtained
for w < 0. For a > 1, it is sufficient to refer to the semigroup
property (5) with o =n — 1+ {a} where {a} € (0,1).

V. CONCLUSION

The time- and frequency-domain methods of circuit analysis
should return equivalent results. It is demonstrated that in
order to obtain the equivalence between results in the time and
frequency domains, the FO derivative operator should satisfy
the semigroup condition and be representable in the phasor do-
main. Out of four of the most popular approaches considered
in this paper, only two of them are looking at the entire time-
history of an input function and are appropriate choices for the
circuit theory. The Riemann-Liouville and Caputo derivatives

with finite base point have a limited applicability, whereas
the Griinwald-Letnikov and Marchaud definitions (which are
actually equivalent) lead to reasonable results.
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Abstract—In this paper, the simulation method of signal
propagation along fractional-order (FO) transmission lines is
presented. Initially, fractional calculus and the model of FO
transmission line are introduced. Then, the algorithm allowing
for simulation of the nonmonochromatic wave propagation along
FO transmission lines is presented. It employs computations in
the frequency domain, i.e., an analytical excitation is transformed
to the frequency domain, multiplications with phase factors
are executed, and finally the result is transformed back to the
time domain. This algorithm involves elementary functions only
and the fast Fourier transformation, hence, computations are
numerically efficient and accurate. However, applicability of the
method is limited by the sampling theorem. Numerical results
are presented allowing for the evaluation of the method.

Keywords—Circuit simulation, transmission lines, fractional
calculus, signal processing.

I. INTRODUCTION

The fractional-order (FO) modelling of transmission lines
demonstrates advantages over classical approach for THz
frequencies. The classical integer-order (I0) RLGC model
allows for accurate modelling of transmission-line characteris-
tics in a limited frequency range, because a conductor exhibits
both frequency and spatial dispersion for high frequencies
[1], [2]. Therefore, the dispersion and non-quasi-static effects
cannot be accurately modelled by the classical model of the
transmission line with IO elements. As a result, causality
problems can appear in time-domain simulations employing
the classical model. Fortunately, the FO RLGC model of the
transmission line can describe these effects also in the THz
frequency range and has already been successfully applied in
engineering. In [1], [2], a causal and compact FO transmission-
line model for THz frequencies is developed for CMOS on-
chip conductor. For this model, a good agreement of the
characteristic impedance is observed with measurements up
to 110 GHz. However, the traditional IO model agrees with
measurements only up to 10 GHz. These results clearly
demonstrate advantages of the FO transmission-line modelling
based on the time-fractional telegraph equations.

In mathematical literature, this type of equations has already
been analysed. In [3]-[6], the time-fractional telegraph equa-
tion without the term linear in unknown function is considered
with the use of both analytical and numerical methods on
either bounded and unbounded domains. In [7], [8], the forcing
term is introduced as well. The time-fractional telegraph equa-
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tion with orders o and S of fractional differentiation ranging
from zero to two is considered in [9], [10]. Furthermore,
several numerical methods of simulation of the FO trans-
mission lines have been recently proposed [11]-[16]. These
methods are based on numerical computations of the inverse
Laplace transformation. Significant analytical preprocessing
on the complex s-plane is therefore required before these
methods can be applied. Hence, we decided to propose the fast
and efficient algorithm of the FO transmission-line simulation
which is already successfully applied for simulations of the
wave propagation in media described by FO models [17].

II. FRACTIONAL CALCULUS

Fractional calculus studies an extension of derivatives and
integrals to non-integer orders [18]. It generalizes concepts
of the classical calculus, hence, similar methods and tools are
available within this framework, but with wider generality and
applicability. In fractional calculus, several definitions of the
derivative operator D with the order « being a real number
(o € R) are formulated [19]-[21]. The fractional calculus is
widely applied for modelling of electrical circuits [22]-[25].

In our investigations, the Marchaud derivative concept is
applied. In general, the Marchaud derivative is defined for o >
0 (refer to [19, Section 5.5], [21, Section 1.3.1], and [26] for
a historical perspective). When @ € (n — 1,n) and n € N,
then

a—n+1 +oo f(n—l)(t) _ f(n—l)(t _ T)

Daf(t) = m ) 2ta-n dr
)

where f is assumed to be smooth enough, e.g., f € C" 1(R)
with f("=1) bounded. The Marchaud derivative satisfies the
condition

Daejwt — (jw)aejwt (2)

where j = /—1. It is a generalization of the fundamental
formula taken from the IO calculus, which is required for
the representation of signals in the phasor analysis of circuits.
Furthermore, the Marchaud derivative satisfies the semigroup

property

DDPf(t) = DPDf(t) = D*TPf(t), a,BER. (3)
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III. FO MODEL OF TRANSMI