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Preface 

For 27 years the MIXDES Conference is a forum devoted to recent advances in micro- and nanoelectronics design 
methods, modelling, simulation, testing and manufacturing technology in diverse areas including embedded systems, 
MEMS, sensors, actuators, power devices and biomedical applications. 

Due to the coronavirus (COVID-19) pandemic, the Scientific and Organising Committees have decided again this 
year to hold a virtual conference. We are extremely disappointed that we will not meet in person, but we hope, that 
despite this, the presentations and discussions will be efficient and fruitful. 

The program of the conference consists of three days of sessions starting each day with invited talks. The following 
invited talks will be presented: 

 ASCENT+ European Infrastructure for Nanoelectronics: a Deep Dive to All-GaN IC Technology for Power Electronics 
Urmimala Chatterjee (IMEC, Belgium) 

 Modeling Passive Devices for CMOS RF Circuits 
Roberto S. Murphy Arteaga (INAOE, Mexico) 

 Modeling and Simulation of Charge Trapping in 1/f Noise, RTN and BTI: from Devices to Circuits 
Gilson I. Wirth (Universidade Federal do Rio Grande do Sul, Brazil) 

The program of MIXDES 2021 also includes 2 special sessions: 

 Compact Modeling for Semiconductor Device, Sensor and IC Design 
organised by D. Tomaszewski (Łukasiewicz - Institute of Microelectronics and Photonics, Poland)  
and W. Grabiński (GMC, Switzerland) 

 Fusion Diagnostics I&C Workshop 
organised by Dr. Stefan Simrock (ITER, France), Dr. Axel Winter (Max Planck Institut für Plasmaphysik, Germany) 
and Dr. Dariusz Makowski (Lodz University of Technology, Poland) 

 

 
Number of accepted papers and authors by country 

 

Country 
Number of 

Country 
Number of 

Country 
Number of 

papers co-authors papers co-authors papers co-authors

Armenia 1 1 Greece 1 8 Saudi Arabia 1 2 

Belgium 1 1 Iran 2 4 Slovakia 1 4 

Brazil 1 1 Ireland 1 1 Spain 0 4 

Bulgaria 4 12 Italy 0 3 Switzerland 1 3 

Egypt 0 1 Mexico 1 3 Taiwan 1 1 

France 5 7 Poland 28 66 UK 1 4 

Germany 7 17 Portugal 1 2 USA 3 8 

      Total 61 153 
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Number of Authors by Country 
 

France
5%

Greece
5% USA

5%

Bulgaria
8%

Germany
11%

Poland
43%

Others
23%

 
 
 
All regular papers were reviewed and selected from submissions from 21 countries. The organisers would like to 
thank all the distinguished scientists who have supported the conference by taking part in the International 
Programme Committee and reviewing contributed papers.  

We hope that you are safe and healthy and remain so, and we will meet together next year in Wrocław,  
June 23-25, 2022. 

Since our last meeting two members of the conference Programme Committee: Prof. Andrzej Jakubowski and  
Prof. Ninoslav Stojadinović have passed away. We have experienced a great loss within our community. 

 

 
Łódź, June 2021 Andrzej NAPIERALSKI 
  Department of Microelectronics and Computer Science 
  Lodz University of Technology, Poland 
  General Chairman of MIXDES 2021 
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I. INTRODUCTION 

ASCENT+ brings together 15 partners to foster the 
nanoelectronics community, integrating a unique research 
infrastructure with unprecedented credentials. ASCENT+ 
serves as a direct entry point to key enabling capabilities in 
state-of-the-art processing, modelling and simulation data sets, 
metrology and characterization, and devices and test structures. 
Focus areas include: Quantum advantage using solid-state 
platforms; Low-power, energy-efficient, high-performance 
computing based on disruptive devices; Increased functionality 
through advanced integration of a diverse range of materials 
and innovative technologies. The ASCENT+ program offers 
free-of-charge access to world-leading infrastructure 
empowering users to make advances in nanoelectronics. Below, 
we take a deep dive into the GaN IC offer by Imec for power 
electronics. 

II. IMEC OFFER: ALL-GAN GANIC TECHNOLOGY 

Discrete GaN devices today dominate the GaN market 
either as Off-the-shell components or customized designs 
through foundry technology. Furthermore, to unlock the full 
potential for fast switching GaN technology in high power 
application, monolithic integration is crucial. For instance, 
integration reduces the parasitic between the driver and the 
power devices or between the two power devices and a half 
bridge (HB) at the switching node etc. It helps to reduce ringing, 
switching loss which in-turn makes a smooth highly efficient 
circuit. Moreover, GANIC provides a faster, smaller, lighter, 
and more cost-effective solution compared to its other silicon 
alternatives. However, this monolithic integration in GaN 
technology faces some technological and circuit level 
challenges. One of the those is back-gating effect (BGE) that 
makes monolithic integration of half-bridge (HB) switches very 
difficult, in which two devices are connected in a single 
substrate and source of both devices are not in a same potential. 
This effect highly impacts the performance of the high-side 
switch. 

As a potential solution we propose to implement it on 
GaNon-SOI with trench isolation to fully isolate the HEMTs as 
well as their respective silicon device layers that are cut off 
horizontally by a trench. It means for a HB on SOI with deep 

trench isolation, the buried oxide, and the oxide field trench, 
isolate the HS switch galvanic from the LS devices, and from 
the Si substrate. The local deep Si contact connecting the source 
of each device to the thin Si layer which is the top of the original 
SOI substrate guarantees that the source-bulk potential is zero. 
This technology is capable to eliminate the BGE completely. 
Besides, p-GaN HEMTs passive components are also 
integrated and that can be used to make integrated circuits.  
An example of a HB switch with integrated driver is shown in  
Fig. 1 [1]. 

 
Figure 1. Layout of HB switch with integrated drivers 
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EXTENDED ABSTRACT 

As technology evolves, more and more functions and 
applications are readily implemented using CMOS circuitry; 
wireless electronics have become commonplace in our daily 
life.  The development of these circuits involves extensive 
research leading to accurate models for simulation, which have 
to include all the effects associated with the circuit, which is 
embedded in the substrate. As frequency of operation increases, 
many more effects, which are negligible at lower frequencies, 
become apparent, up to the point that some can become 
dominant in this range.   

RF modeling of the MOS transistor has thus been the object 
of extensive research over the last few decades, and a 
continuous field of endeavor since higher operating frequencies 
can be reached as the devices become smaller, and hence, faster, 
and better models —electrical, physical, mathematical and for 
simulation, have to be developed on an almost daily basis.  

But ICs are not made solely of transistors; many passive 
structures have to be built on the same chip to attain the desired 
function of the circuit, such as resistors, capacitors, inductors, 
transformers and interconnects.  

Throughout the years, many articles have also been 
published in reference to the parasitic effects associated with 
these components, as well as forms to ameliorate them, as they 
can lead to catastrophic failure if they are not adequately taken 
into account at the design and simulation stages.   

In this paper we present the models of an integrated inductor 
and that of a coplanar waveguide (CPW), compared to 
measurements up to 60 GHz.  These are common structures 
now present in almost all modern ICs, and an important effect 
associated with them are the losses due to the ground shields 
that are built underneath these structures to reduce 
electromagnetic interference.  These shields are generally made 
of metal or poly silicon, and they can be solid, meshed or 
patterned, as represented in Fig. 1.  The response of the device 
is highly influenced by the type of shield over which it is built, 
and there is no clear-cut distinction as to which is better, the 
answer varying according to the application.  

All the structures were fabricated at IMEC; Fig. 2 shows a 
micrograph of the integrated inductors.  Identical structures 
were built using different types of ground shields, in order to be 
able to compare their response.  Octagonal and circular devices 
were available.  

Several CPWs were also fabricated on the same chip; a 
depiction of a typical one is shown in Fig. 3. 

 

 
Fig. 1. Common types of ground shields. a) Solid ground shield (SGS). b) Mesh 
ground shield (MGS). c) Patterned ground shield (PGS). 

 
Fig. 2. Micrograph of some of the integrated inductors. 

 
Fig. 2. Typical structure for a CPW. 

In both cases, the models herein developed compare very 
well to experimental data up to 60 GHz.  They are simple and 
easily implemented at the design and simulation stages of 
wireless ICs. 
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EXTENDED ABSTRACT 

Besides the already well-established time-zero variability, 
there is an additional stochastic shift of device’s electrical 
parameters related to charge trapping and de-trapping [1-3]. 
This means that the electrical behavior may change from one 
instant in time to the other. In this presentation we discuss the 
unified statistical modeling of charge trapping in the context of 
1/f noise, RTN and BTI. The focus is on circuit (electrical) 
level models to support circuit designers. First, modeling at 
device (transistor) level is presented. Then, the time dependent 
performance variability of circuits is discussed. 

Modeling is based on discrete device physics quantities, 
which cause variability in the electrical behavior of MOSFETs. 
It allows for the derivation of analytical formulations for 1/f 
noise (frequency domain), RTN (time domain) and BTI using a 
single modeling framework. 

Transistor area plays a major role when it comes to time 
dependent variability. The area scaling of threshold voltage (or 
drain current) variance over time is detailed and discussed, 
supporting designers in transistor sizing towards a more 
reliable design. The impact of time-dependent variability is 
smaller in larger area transistors. On the other hand, to achieve 
higher performances and lower power consumptions, the 
capacitive load must be minimized, which is achieved by 
reducing the transistor area. Obviously, there is a trade-off 
between performance, power consumption and reliability. The 
circuit designers must work to find the optimal device sizing, 
demanding accurate models to support their work. 

Large devices employed in the past behaved almost 
identically over time due to the large number of defects 
stochastically distributed in the device. However, as devices 
shrink to nanometer dimension, the number of defects per 
device decreases [1-3]. Consequently, devices that by design 
should behave identically may show different behavior, and the 
behavior of a single device may be different at different times. 

This increase in time-dependent variability related to 
charge trapping challenges the design of circuits with 
nanometer sized devices, as either the margin becomes too 
pessimistic, or the circuit becomes unreliable. Also, traditional 
statistical average modeling is not suitable. An average based 
assessment will not guarantee reliability. Guaranteeing 
reliability by using a worst margin will be too stringent on 
circuit design. 

As relevant case studies at circuit level, it is discussed how 
charge trapping produces timing jitter in digital circuits and 
phase noise in analog circuits. 

A reliable estimate of the delay through a CMOS logic gate 
is a key point in VLSI design. The actual gate delay depends 
on the state of each trap in its transistors. If a trap is occupied, 
the transistor shows a lower drain current, leading to a longer 
propagation delay. Hence, trap switching causes time 
dependent variability (jitter) of propagation delay.  In the case 
of a ring oscillator, it induces oscillation period jitter. The 
observed delay or period jitter depends on observation window 
and circuit bandwidth. 

In frequency domain, RTN produces phase noise [4]. An 
ideal oscillator would show power only at the oscillation 
frequency. The up conversion of 1/f noise leads to phase noise, 
spreading the power around the oscillation frequency. In 
communication systems, the frequency band is divided into 
frequency slots for the different channels. The phase noise 
around a carrier frequency interferes with the signal in the 
adjacent channel. The higher the phase noise, the further apart 
the channels must be placed. This leads to fewer channels in 
the available bandwidth: lower capacity of the communication 
system. 

Parameter extraction is also addressed, showing that it is 
possible to extract model parameters without having to 
characterize individual trap step heights (individual trap 
amplitudes). For both time and frequency domain, the model 
parameters are trap amplitude contribution and trap density. 
These parameters can be extracted from measured 
distributions, either in time domain or frequency domain. Also 
of interest is that once the parameters are extracted from 
frequency domain measurements (low frequency) noise, they 
may be used for the modeling in time domain. The reciprocal 
also holds, parameters extracted from time domain 
measurements may be used for modeling in frequency domain. 

Charge trapping in novel nano-electronic devices, such as 
resistive switching devices (ReRAM) is also addressed [5].  
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Abstract—The paper presents a model-driven methodology for 
the determination of thin-film transistors compact model 
parameters. The implementation of the proposed extraction 
methodology in python is presented. The validity of results 
obtained against devices characteristics is demonstrated. The 
advantage of the proposed methodology against a previously 
proposed approached is also discussed. 

Keywords—TFTs, compact model parameters 

I. INTRODUCTION 

Due to the ever-growing application of thin-film transistors 
(TFT) in a wide range of industrial applications, , e.g., displays, 
radio-frequency identification tags (RIFID),  a strong effort has 
been paid to the development of TFT compact models, as a way 
of offering designers the possibility of accurately simulating 
systems comprising this type of transistors [1]. Several 
methodologies for evaluating Mosfet threshold have been 
presented and critically compared [2]. In [3], particular emphasis 
is given to the extraction of the threshold voltage, the mobility 
enhancement factor, and the series resistance of TFTs. In this 
paper a methodology for the automatic evaluation of TFT model 
parameters will be presented. 

II. THIN FILM TRANSISTOR MODEL 

The drain current of the thin film transistor  is based on the 
model proposed in [3], and is given by: 
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where  is a fitting parameter and K and m are given by 
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III. PARAMETER EXTRACTION METHODOLOGY 

The methodology adopted comprises two steps. In the first 
step parameters for saturation regime are evaluated. In the 
second step linear regime is accounted for. 

In the saturation regime, we may conclude that by  

 
ூವೄ_ೞೌ೟

௚௠
ൌ

ሺ௏ಸೄି௏೅ሻ

௠
 

The first step in the proposed methodology, considers 
evaluating gm, from the TFT transfer characteristic and then, 
fitting Id/gm to (6) as a way of obtaining values for the threshold 
voltage Vt, and the power parameter m. Then the remaining 
parameters are obtaining through curve fitting to the device 
characteristics obtained from measurements. Validation of the 
results obtained is illustrated in Fig. 1. 

 
Fig. 1. Id(vgs) characteristics 
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EXTENDED ABSTRACT 

Ion sensitive field effect transistors (IS FET) attracted a lot 
of attention as bio-chemical sensors since they provide high 
sensitivity, high spatial resolution enabling very focused 
detection, and ease of integration within CMOS technology. 
The ISFET technology was moved to nanowires ISFETs at the 
beginning of this century. Nanowires become widely used as 
biosensors [1]. The high surface to volume ratio of NWs is a 
great advantage over the bulk devices. The conversion of an 
FET into a sensing device involves the replacement of the 
metal gate electrode by a biochemically sensitive surface which 
is brought into contact with the analyte solution.  In this paper 
we discuss analytical modeling of nanowire junctionless 
ISFETs (JL NW ISFET). The main advantage of junctionless 
architecture is the simplification of its fabrication technology.  

The analytical model for JL NW ISFET valid in all regions 
of operation was introduced in [2]. The presented discussion on 
device sensitivity makes evident that the high sensitivity is 
reached when JL ISFETs operate in subthreshold regime. 
Hence considering the importance of this operation mode we 
developed here an explicit model of JL NW ISFET compatible 
with circuit simulators. A simple compact model is introduced 
to calculate the Current-pH characteristics relying on JL FET 
explicit drain current model [3].  The model is validated with 
COMSOL Multiphysics simulations and presented in Fig. 1-2. 
The NW JL ISFET sensitivity dependence on pH is illustrated 
in Fig. 1, where inset illustrates NW JL ISFET structure. The 
Current-pH characteristics are illustrated in Fig. 2.  

 
Fig. 1. Sensitivity calculated as a derivative of oxide surface potential versus 
pH. Inset: structure of NW  JL ISFET. 

 

 
Fig. 2. The drain current versus pH in the bulk. 

Finally, the sensitivity dependence on nanowire physical 
and geometrical parameters are discussed as guidelines for the 
device optimization. We have analyzed JL NW ISFET 
sensitivity dependence on nanowire diameter, doping density 
and oxide thickness. These are important to optimize the device 
technological process. 

Calculations show that the sensitivity is higher for thinner 
oxide layers, whereas it decreases with increasing NW doping 
density. By moving to nanowires with large radii, the 
sensitivity of NW JL ISFET is decreasing. This is because, in 
nanowire with a large radius, the channel conductivity is no 
longer controlled by the solid surface/electrolyte gating 
potential. Also, the maximum sensitivity is achieved for 
nanowires with a radius of less than 20 nm. 

REFERENCES 

[1] M. Noor, and U. Krull, “Silicon nanowires as field-effect transducers for 
biosensor development : a review,” Anal. Chim. Acta, vol. 825, pp. 1–
25, 2014. 

[2] A. Yesayan, F. Jazaeri, J.M. Sallese, “Analytical modeling of double-
gate and nanowire junctionless ISFETs” - IEEE Trans. Electron Devices, 
vol. 67 (3), pp. 1157-1164, 2020. 

[3] A. Yesayan, F. Prégaldiny, and J. M. Sallese, “Explicit drain current 
model of junctionless double-gate field-effect transistors,” Solid. State. 
Electron., vol. 89, pp. 134–138, 2013. 

 

Book of Abstracts of the 28th International Conference "Mixed Design of Integrated Circuits and Systems" 
June 24-26, 2021, Łódź, Poland 

 

MIXED DESIGN

28 Copyright © 2021 by Department of Microelectronics & Computer Science, Lodz University of Technology



Compact Device Modeling and Simulation with
Qucs/Qucs-S/Xyce Modular Libraries

Mike Brinson
Centre for Communications Technology

London Metropolitan University
UK

Email: mbrin72043@yahoo.co.uk

Felix Salfelder
School of Computing
University of Leeds

UK
Email: felix@salfelder.org

EXTENDED ABSTRACT

The continuous development of semiconductor materials
and devices has for some time been a catalyst driving improve-
ments in compact modelling and circuit simulation. Increasing
numbers, and indeed the diversity of emerging technology
devices, implies that future modelling and simulation tools
must allow users to select only those models applicable to
specific design or simulation tasks. Previous and current gen-
erations of circuit simulators provide at least a minimal set of
component and device models based on SPICE [1] [2]. These
are considered to be an industrial baseline standard. Over
time new models have been added or existing model features
extended. The adoption of Verilog-A has both simplified and
standardised compact model construction [3]. However, adding
significant numbers of new models to a circuit simulator does
increase the size and complexity of the software, which in turn
makes code maintenance more onerous. One solution to this
trend is to release circuit simulators with libraries of predefined
models that can be loaded as needed.

With legacy Qucs [4] divided into a library and optional
plugins, new possibilities will arise in applications based on
Qucs. One of the motivations behind Qucs-S is to run SPICE
simulators. Any two SPICE implementations are slightly dif-
ferent, and hence plugins supporting one will pave the way
to add any other in the long run. In this work, we focus
on use cases that make use of Xyce as a simulation engine.
These extensions will be implemented in turns, either derived
from existing plugins, ported from Qucs-S or implemented
from scratch. The block diagram diagram drawn in Fig. 1
outlines how the modular approach to Qucs will facilitate the
integration of those features. This paper introduces a user-
defined/plugin toolkit library for constructing and simulating
new device models from linear and non-linear building blocks,
where their properties are defined by netlists and Verilog-A
modules plus a unified set of schematic drawing symbols. The
toolkit has been implemented with the Qucs-S/Xyce [5][6]
package as a user-defined library. It will also be available as a
plugin for the next generation Qucs modular circuit simulator
[7]. To illustrate the toolkit properties its structure, modeling
features, and applications are described. A number of Qucs-
S/Xyce compact device models plus simulation test benches
are also included, and their performance discussed.
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plugin interface
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Fig. 1. Modular Qucs, structural view. A slim library provides circuit
modeling essentials and infrastructure for extensions. Replaceable plugins
(in rectangles with rounded corners) add further functionality that may be
application specific and usually involves choices.
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SUMMARY 

Thin-film transistors (TFTs) and circuits based on oxide 
semiconductors fabricated on flexible plastic foils and 
stretchable substrates are reported. Reliable fabrication 
protocols, using InGaZnO as n-type semiconductor, in 
combination with different design strategies, aiming at the 
improvement of both the electrical performance and the 
mechanical stability of such electronics, are discussed. First, 
simulation models are used to guide the fabrication of 
operational amplifiers and logic circuits on flexible polyimide  
 

 

Figure. (a) Graphical representation of flexible InGaZnO based circuits 
fabricated with three-metals architecture, aiming at improved electrical 
performances; (b) engineered substrate with pillar (or mesa) structures for the 
realization of stretchable InGaZnO based electronics. 

 

foil, using an additional third metal layer for the 
interconnections. Thanks to the reduced parasitic resistances 
and capacitances, the resulting circuits have yielded improved 
electrical performances with respect to a two-metals 
architecture. In particular, an increase of 5.7% of the Gain-
Bandwidth-Product (GBWP) for operational amplifiers, and an 
average reduction of 22% of the rise times, fall times and 
propagation delays for digital circuits, were achieved. In 
parallel, Finite-Element Modeling (FEM) has supported the 
design of engineered stretchable substrates shaped with pillar 
(or mesa) structures. The reduction of the strain experienced by 
the electronics, located on the mesa surfaces, during stretching, 
bending, and twisting, resulted in highly flexible digital circuits 
with functionality up to 20% elongation.  
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EXTENDED ABSTRACT 

High efficiency broadband power amplifiers (PA) are critical 
for the realization of Fifth-generation (and beyond) mobile 
communications networks. Accurate modelling of the transistor 
in the PA is one the main challenges to achieving high 
performance. In the frequency range from 20-50 GHz, GaN 
HEMTs have demonstrated efficiency comparable to or better 
than Silicon CMOS, SiGe HBT, GaAs pHEMT, but at a higher 
output power [1]. This can be attributed to the high-breakdown 
voltage capability of GaN that can be exploited in continuum 
mode amplifiers which rely on harmonic tuning that results in 
high efficiency broadband performance.  An accurate model of 
the transistor up to the third harmonic is a necessity for 
exploiting these amplifier classes.  

In this work, we present the considerations and challenges 
associated with modelling the device, and in particular the 
impact of extrinsic parasitics, for operation at high frequencies. 
We focus on empirical models (i.e., equivalent circuit-based 
models) that offer a compromise in terms of simplicity, ease of 
implementation, accuracy and usefulness for circuit design. A 
modified version of the extraction procedure for the intrinsic 
parasitics by Dambrine, Flores, and Lin is implemented for 
frequencies less than 6 GHz to extract the parasitic elements of 
the device model in Fig. 1. The non-linear intrinsic capacitances 
are extracted from S-parameters of the device at multiple bias 
points. For each bias point, the extrinsic elements are de-
embedded from it’s S-parameters, as illustrated by Dambrine. 
The extraction process relies on the combination of the 
analytical and curve-fitting based approaches. For fine tuning 

the extracted parasitic values, rather than optimizing all the 
components in a single step, we partition the optimization 
problem into steps, based on the relative sensitivity of the S-
parameters to the particular elements. The S-parameters of the 
extracted equivalent model after optimization and the vendor 
model over the frequency range 0.5 GHz to 6 GHz, plotted in 
Fig. 2, are in close agreement. 

We demonstrate the utility up to 80 GHz by application in 
the extraction of a simulated GaN HEMT. The S-parameters of 
the extracted equivalent model after optimization and the TCAD 
simulation over the frequency range 0.1 GHz to 80 GHz, 
compared in Fig. 3, show a close match. Owing to its simplicity 
the applicability to high frequencies eases modelling effort. 

 
Fig. 1. The equivalent circuit of a GaN HEMT up to 6 GHz. 

 
Fig. 2.  Comparison of the S-parameters of the equivalent model after
optimization with the S-parameters of vendor model of CGH40010 at Vdsq=28 
V and Idsq=150 mA. 

 
Fig. 3.  Comparison of the S-parameters of the equivalent model after 
optimization with the S-parameters from the TCAD simulation of a 50 nm X 
75 µm GaN HEMT at Vdsq=5 V and Vgsq=-2.3 V.  
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Simulation and Modeling Methodologies:
Enabler for Neuromorphic Computing Applications

Mike Schwarz
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Abstract—Neuromorphic computing is of worldwide interest.
Compared to the von Neumann’s computer architecture, neu-
romorphic systems offer advantages and novel approaches for
artificial intelligence problems to be solved. Inspired by biology,
neuromorphic systems adopt the theory of the human brain
modeling by implementing neurons and synapses with the help
electronic devices and circuits. Many researchers developed new
algorithms, learning approaches, models, etc., implement them
into hardware to explore the neuromorphic system. However,
many of the promising approaches concentrate on the realization
not taking into account the feasibility for industrial or consumer
application of the various concepts. In this paper we would
like to draw the attention of the reader why it makes sense
to use the support of predictive simulations and why it is so
important to push the development of simulation and modeling
for neuromorphic computing systems.

Keywords—artificial intelligence, framework, modeling and
simulation methodologies, neuromorphic computing

I. INTRODUCTION

Nowadays, neuromorphic computing is an emerging field
due to several aspects, e.g. computing cognitive tasks [1].
Contrary to the von Neumann architecture, the neuromorphic
computing tries to mimic the human brain [2], [3].

Taking hundreds of neurons and several layers into account,
computation of such networks are hungry in terms of power
consumption for software realizations with digital electron-
ics. Even for GPU implementations [4] which overcome the
bottleneck of classical CPU by huge parallelism require a lot
of power. These reasons are the main driver for bringing the
power hungry software realization into hardware.

Fig. 1. Number of papers for ”neuromorphic computing” in log-scale via
Semantic Scholar (access/search on 23.11.2020).

The realization of such systems requires devices to mimic
the neural and synaptic behavior. Several candidates are in
the scope, e.g. memristive devices such as memristors, non-
volatile memory (NVM) technologies as resistive random
access memories (RRAM), phase change memory, or valence

change memory effects, etc. aligned in crossbar arrays [2],
[5]–[10].

The simulation and modeling is one of the key compo-
nents within the development process of new neuromorphic
computing devices, architectures, and applications. It bridges
the physics, e.g. the physical process, process development,
electronic circuit(s), ASIC interface, etc. Knowing the inter-
action of tolerances and variability between the various process
parameters and system components allows to concentrate on
the potential technology for neuromorphic computing applica-
tions.

To draw attention of the reader for the demand of sim-
ulation and modeling methodologies one notice the amount
of papers published the last decade regarding “neuromorphic
computing”, see Figure 1, a term which was coined in 1990
by Carver Mead [11]. Furthermore, one can clearly see the
growth of interest after the announcement of the memristor
by Strukov et al. in 2008 [12] and proposed by Leon Chua in
1971 [13].
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EXTENDED ABSTRACT

In the current paper, the variability of the electrical charac-
teristics of current-mirror circuits based on organic thin-film
transistors is investigated. Typically, the variability analysis of
organic TFT-based circuits is performed using Monte Carlo
simulations, accurate physics-based variability compact mod-
els [1] or novel noise-based simulation approaches [2]. The
experimental data based on which the impact of variability
on the circuit characteristics is analyzed are usually obtained
exclusively at the device level, i.e., from the transistors. Here,
we analyze the variability of analog organic-TFT-based circuits
by considering experimental data acquired not only from a
large number of discrete organic TFTs, but in addition from a
large number of TFT-based current mirrors.

For this purpose, a large number of nominally identical
TFTs and nominally identical current mirrors were fabricated
and characterized (Fig. 1). For the discrete TFTs, the expected
behavior of the bias-dependent drain-current variability was
confirmed [1]. The statistical behavior of the TFT-based cur-
rent mirrors, quantified here in terms of the mean value and
the standard deviation of the reference and output currents,
are similar to those of the discrete TFTs. The drain-current
mismatch of the current-mirrors is fluctuating from 1% to 25%
depending on the dimensions of the circuit transistors and the
circuit biasing conditions (Fig. 2).

REFERENCES

[1] A. Nikolaou, G. Darbandy, J. Leise, J. Pruefer, J. W. Borchert, M. Geiger,
H. Klauk, B. Iñiguez, and A. Kloes, “Charge-based model for the drain-
current variability in organic thin-film transistors due to carrier-number
and correlated- mobility fluctuation,” IEEE Transactions on Electron
Devices, vol. 67, no. 11, pp. 4667–4671, 2020.

[2] A. Nikolaou, J. Leise, J. Pruefer, U. Zschieschang, H. Klauk, G. Dar-
bandy, B. Iñiguez, and A. Kloes, “Noise-based simulation technique for
circuit-variability analysis,” IEEE Journal of the Electron Devices Society,
vol. 9, pp. 450–455, 2021.

This project is funded by the German Federal Ministry of Education
and Research ("SOMOFLEX", No. 13FH015IX6) and the German Research
Foundation (DFG) under the grant KL 1042/9-2 (SPP FFlexCom). We would
like to thank AdMOS GmbH for support.

Figure 1. (a) Cross-section of the organic TFTs fabricated in the inverted
coplanar (bottom-gate, bottom-contact) architecture. (b) Schematic and (c)
layout of a current mirror comprised of two nominally identical p-channel
TFTs with a channel width (W ) of 50 µm and a channel length (L) of 5 µm.

Figure 2. Symbols: Mean value drain current E[−IDS ] of the reference
TFT (Iref [T1]) and of the output TFT (Iout[T2]) employed in the current
mirrors. Dashed lines: Mean-value µ and corner-value µ ± σ characteristics
of the parameter Iout/Iref at the maximum gate-source and drain-source
voltages (VGS = VDS = −3.0V ).
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EXTENDED ABSTRACT 

Real-time image processing is the core component of image 
plasma diagnostics. Efficient algorithms enable machine 
protection, contributing to future steady-state operation in 
nuclear fusion devices. The paper evaluates the applicability of 
the newest low-power Nvidia Jetson Xavier NX platform (see 
Fig. 1) for fusion diagnostics.  

This embedded Nvidia Tegra System-on-a-Chip (SoC) 
integrates a Graphics Processing Unit (GPU) and Central 
Processing Unit (CPU) on the single chip. General-Purpose 
Computing on Graphics Processing Units (GPGPU) provides 
high parallelism that is advantageous in image-based 
calculations. It is especially beneficial in Wendelstein 7-X 
(W7-X) diagnostics that operate on full-width frames instead of 
small Region-of-Interests (ROIs). The hardware differences in 
comparison to the previous Nvidia Jetson TX2 based on Pascal 
 

 

architecture, including innovations introduced in the Volta 
architecture for Nvidia Tegra, are signified. The evaluation is 
performed on the W7-X stellarator experimental data. 
Implemented algorithms visualise, segment and detect thermal 
events in real-time utilising the embedded GPU. Investigated 
thermal events are strike-lines, overload hotspots, reflections 
and surface layers (see Fig. 2 and Fig. 3). 

Their detection allows the automated real-time risk 
evaluation incorporated in the feedback plasma control and 
interlock systems in the W7-X. The speedup resulting from the 
upgrade to the Xavier NX platform is presented in the paper, 
along with techniques pertaining to key hardware differences 
and programming aspects specific to the Nvidia Tegra 
facilitating real-time computing on the low-power embedded 
device. 

Fig. 1. Nvidia Jetson Xavier NX Developer Kit Fig. 2. Detected thermal events in 20171114.053 (AEF20) dataset 
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Fig. 3. Implemented image processing pipeline with evaluated sections marked with a blue outline 
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EXTENDED ABSTRACT

Photomultiplier Tube (PMT) detectors are commonly used
for plasma diagnostics in fusion devices such as tokamaks
or stellarators. These detectors measure spectrum of soft and
hard X-ray radiation. Modern spectroscopy systems use Digital
Pulse Processing (DPP) in contrary to analogue systems [1].
Scintillator used together with PMT converts X-ray radiation
to electrical signal. PMT is superior in response speed and
detection of low-light-level sources such as single photons [2].
This type of sensor is often used in application that rely on
fast digital pulse processing.

Low output voltage level is the main concern when dealing
with PMT. Depending on supplied biasing voltage the output
voltage of pulse coming out of PMT can be in range of mV
or even lower [2]. Such low output voltage levels require
low-noise amplification to keep good signal to noise ratio
(SNR) before digitalisation. Fall-time of pulses coming from
PMT can be as low as 1 ns, that require amplifier to have
respectively bandwidth of at least 300 MHz. What is more
large size fusion devices such as ITER tokamak require
sensitive electronic device to be placed far away from reactor
due to high radiation and magnetic field levels. PMT assembly
has to be installed ca. 20 m away from reactor, then signal
is sent for long distance reaching over 100 m using coaxial
cables. Amplifier have to supply power to drive signal over
such long distance. Environment near fusion reactor is heavily
polluted by strong magnetic fields and electromagnetic noise.
Electromagnetic interferences can couple into signal cables.
Cable should be well shielded and amplifier ought provide
high amplitude output, to assure high signal-to-noise ratio.
Therefore, sending fast analogue signal from PMT via long
coaxial cable is a challenging task.

Due to ITER specification a dedicated Photomultiplier Tube
amplifier is required. A suitable ultra low-noise amplifier with
300 MHz bandwidth, gain of at least 100x (with possible
adjustment), high voltage output and which will be able to
drive long coaxial cables is required. Market search was

Fig. 1. HXRM chain

carried to find amplifier suitable for low-noise application and
fulfilling requirements ITER specification. Various available
solutions were considered, but none of them did meet all
requirements at once. Finally, low-noise two stage amplifier
was designed from scratch to meet all specification required
by PMT-involved applications. Paper discusses how to design
a low noise amplifier suitable for Photomultiplier Tube appli-
cations. Characteristics and measurements of the prototype are
presented in this paper.

After evaluation and simulation of different amplifier cir-
cuits, two-stage topology has been chosen, as it allow to
achieve wide bandwidth, high output voltage and yet be
low noise. Amplifier is based on ultra low-noise preampli-
fier (0.69 nV/

√
Hz) and high power second stage amplifier

(output voltage swing 28 Vpp). Amplifier circuit board is
enclosed in aluminium RF-sealed enclosure to protect circuitry
from electromagnetic interferences. The first prototype of the
PMT amplifier was developed and evaluated at Department
of Microelectronics and Computer Science (DMCS). After
series of tests and tuning of the prototype, device was finally
connected to PMT. Developed amplifier will be used in ITER
Hard X-Ray Monitor diagnostic system.
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Fig. 2. PMT amplifier prototype
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EXTENDED ABSTRACT 

The microphonics vibrations inside cryomodules are 
coupled into the cavity walls, leading to transient deformations 
in its shape. In the paper, the main goal of the presented 
method is to reduce the microphonics effects in the 
superconducting cavities. The main error sources are the 
vacuum pumps at the cryomodule test bench (CMTB) at 
DESY. The microphonics, related to the vacuum pumps, are 
narrow bandwidth and concentrated below 100 Hz, exact 
propagation in the cryomodule vary from a cavity to another 
cavity [1]. A novel adaptive controller based on variable step 
size least mean squares (VSSLMS) method has been presented 
to reduce the microphonic vibrations that are created in 
cavities environment. We presented two methods for 
identifying and estimating the microphonics effects:  

1) The active noise control (ANC) with the VSSLMS 
algorithm. 

2) The narrowband active noise control (NANC) algorithm 
with the VSSLMS algorithm [2].  

The adaptive filters have been implemented to identify the 
mechanical vibrations in different frequencies and to adapt the 
filter coefficients based on the changes of the detuning signal 
at the system. The main idea is to improve the performance of 
the ANC and the NANC methods by changing the step size 
based on tracking the sign of the error signal. The main 
features of the proposed method are:  

1) An improved VSS method to achieve better performance 
in convergence rate and steady-state MSE when the 
algorithm is at a low SNR environment and also has 
maintained low computational complexity.  

2) The VSS method is applied to update the coefficients of 
the primary path and the coefficients of the secondary path 
in the NANC algorithm. 

3) The auxiliary noise is scaled with the magnitude of one-
sample-delayed residual noise and leads to a significantly 
improving convergence rate of the overall NANC system.  

4) The sign of the error signal has been used to calculate the 
VSS method which makes the algorithms intrinsically 
sensitive to the measurement noise. 

SIMULATION RESULT 

In simulation section, we simulated the other two methods 
for comparing with the presented methods. In Fig. 1, the error 
signal indicates that the proposed method can track the system 
changes faster than the simple LMS algorithm and the 
conventional VSSLMS algorithm. The results show that the  
 

 

error signal (red-line) reaches zero in a shorter time than other 
algorithms. This means that the presented method identifies 
detuning signal variations faster and has higher tracking 
abilities. In Fig. 2, the error signals are compared between the 
NANC algorithm and the ANC algorithm based on the 
VSSLMS method. At the beginning of the identification, the 
NANC algorithm with the method mentioned identifies the 
changes of the detuning signal faster and has no spikes after 
identification of the changes. 

 

Fig. 1. Compare between the error signal in three methods.

Fig. 2. Compare the error signals in the NANC algorithm and the ANC
method with VSSLMS algorithm in each LMS block. 
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 Abstract—A high speed and low power up/down counter is 
proposed in this paper with the ability of up and down counting 
at the same time. For this reason, straight forward circuit 
architecture is adopted for the counter. This counter has been 
simulated in TSMC 0.18µm CMOS process with 1.8 V as power 
supply. The post layout results show that an 8-bit resolution is 
feasible for the maximum operating frequency of 3.34 GHz with 
the power dissipation of 946 µW. The layout of the proposed 
counter occupies about 0.025mm2 of the chip area.

 Keywords—up/down counter, level crossing ADC, 
synchronous counter, PLL 
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EXTENDED ABSTRACT

This paper presents an 89-102 GHz I/Q receiver (RX) con-
taining an LO frequency multiplying chain (×4) manufactured
in SiGe BiCMOS technology. The RX entails a two-stage
low-noise amplifier (LNA) followed by a lumped version of
Wilkinson power splitter to feed two mixers driven by LO
signals shifted by 90 degrees. Quadrature LO signals are
generated using a reduced-size branchline coupler. The mixing
stage enables conversion gain (CG) tuning in 13.2-26.8 dB
range at 94 GHz by means of pMOS transistors biased in triode
region. The RX provides 13 GHz 3-dB bandwidth with peak
CG of 26.8 dB and NF of 11.7 dB consuming 80 mA from
3.3 V supply. The chip occupies 1.07 mm2 silicon area.

LNA RFinbalun ×4

IIFout QIFoutVtune

LOin

Fig. 1. Block diagram of W-band I/Q receiver.

Block diagram of the W-band RX is depicted in Fig. 1.
A K-band LO signal is up-converted to W-band using a fre-
quency multiplying chain containing two cascaded frequency
doublers. A branchline coupler is used to produce quadrature
LO signals driving the mixers with tunable load via Vtune

voltage. The RF input signal is amplified by a two-stage LNA
and split using a Wilkinson divider. The RX was fabricated
using SG13S BiCMOS process from IHP. For measurement
purposes the RX IC was mounted on a dedicated PCB with
all DC and IF outputs connected to the board using aluminum
bondwires. The RX characterization was performed in the
Antenna and Sub-terahertz Technology Laboratory at Warsaw
University of Technology. Fig. 2 presents CG versus mixer
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Fig. 2. RX CG against Vtune at 94 GHz.

load tuning voltage Vtune. The realized CG tuning range spans
from 13.2 dB to 26.8 dB for I and Q channel, respectively. CG
over the frequency for selected Vtune settings is presented in
Fig. 3a. The gain of I and Q channel is well balanced in 84-
104 GHz range. The RX achieves 3-dB bandwidth of 13 GHz
in 89-102 GHz range for Vtune=1.8 V. The I/Q balance-relevant
parameters are presented in Fig. 3b. The gain difference be-
tween the channels is below 0.2 dB and the phase deviation
from 90 degrees does not exceed 2.5 degree in 87-102 GHz
range.
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Fig. 3. (a) Measured TX output power versus frequency. (b) Measured TX
output power versus frequency.
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EXTENDED ABSTRACT 

The analysis of fully differential (FD) analog circuits is 
more complicated and often it is done by using their single-
ended counterparts, which usually are received by grounding an 
input and an output terminal of the fully differential devices. In 
most of the cases this approach works, however there are cases 
when it can cause a confusion if it is not applied carefully. An 
example is the analysis of the effect of transit capacitances of 
single-stage operational transconductance amplifiers (OTA) – 
such grounding removes at least one of the transit capacitances. 
Usually the effect of these capacitances is approximated by 
negative real zero in the expression for OTA transconductance, 
however is correct only when OTA output is close to short 
circuited. 

Two equivalent single-ended circuits for transit 
capacitances of FD OTA are proposed in the paper - for 
inverting and for noninverting OTA. Of course, when FD OTA 
is used alone, is it inverting or not is conditional; however when 
it is included in more complicated circuit with feedbacks, it 
does matter. Both equivalent circuits are shown in Fig. 1 and 2. 
Both equivalent circuits preserve the current, flowing through 
transit capacitances. If take the inverting FD OTA in Fig. 1(a) 
and ground the nodes “i2” and “o1” the remaining transit 
capacitance will be Ct, while its correct value should be Ct/2 as 
it is in the model in Fig. 1(b). 

Transit capacitances have effect mainly in single-stage FD 
OTA realized as differential amplifiers or as pairs of inverters. 
Their values could be in the range of OTA input capacitance, as 
it is shown by an example in the paper. 

 
Fig. 1. (a) Inverting FD OTA with transit capacitances; (b) its single-ended 
model.  

 
Fig. 2. (a) Non-inverting FD OTA with transit capacitances; (b) its single-ended 
model.  

The use of the proposed equivalent circuits is demonstrated 
for analyzing the effect of the transit capacitances in two simple 
examples. Firstly is considered a single OTA loaded by 
different loads: pure resistor, pure capacitance and parallel RC 
group. In all cases transit capacitances introduce a positive real 
zero and a real negative pole in the voltage gain. Transit 
capacitances change also OTA input impedance. It can be 
represented as series RC group when the load is a resistor; 
parallel RC group when the load is capacitor; and parallel RC 
group in series with another capacitor when the load is resistor 
in parallel with capacitor.   

The second example is a FD gyrator resonance circuit. The 
analysis gives decreasing of the pole frequency and of the pole 
Q-factor by the same factor according the formulas 

 ω௣ ൌ
ன೛బ

ටଵା
಴೟
಴

 ;    𝑄௣ ൌ
ொ೛బ

ටଵା
಴೟
಴

 ;    

where ωp0 and Qp0 are the corresponding parameters if transit 
capacitances are missing and C is the value of the capacitors, 
connected at both sides of the gyrator.  

The examples demonstrate that the proposed single ended 
models are useful tool simplifying analysis of OTA transit 
capacitances in FD circuits. Evidently, the models can be 
generalized and can be used for analysis of circuits having FD 
OTAs with parallel impedances between their input and output 
terminals.   
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Abstract—A class AB operational amplifier, designed in UMC 

CMOS 55 nm technology, is presented. A folded-cascode 
architecture with a inverter output buffer was implemented. Post-
layout corners and Monte Carlo simulations ensure the minimum 
bandwidth equal to 2 MHz and DC gain equal to 85 dB. Phase 
margin with a minimum of 67º ensures the stability of the circuit. 
CMRR and PSRR of at least 85.9 dB and 62.5 dB, respectively, 
allow the operational amplifier to be used in the majority of 
applications. The static current consumption does not exceed 25 
μA. The die dimensions are 85 μm x 67 μm. 

Keywords—operational amplifier, AB class, folded cascode, 
CMOS, UMC, 55 nm.  

EXTENDED ABSTRACT 

Operational amplifiers (op-amps) are among the most 
important components in analog CMOS circuit design. Class 
AB is a trade-off between linearity and power consumption. 
Complementary Metal Oxide Semiconductor (CMOS) 
technology is a low-cost and easily scalable fabrication process. 

The presented op-amp is based on the folded-cascode 
architecture, which offers the trade-off between gain, speed, 
and power consumption [2]. The input differential amplifier is 
based on larger NMOS transistors to minimize the input offset. 
The active load has the form of a current mirror. The input 
differential pair is driven by a cascoded current source to 
maximize the common-mode rejection ratio (CMRR). The 
current source is mirrored by another transistor with external 
current port. The output buffer is a push-pull amplifier, 
performing the AB class operation. It is biased by a floating 
current source, which separates the gates of the output buffer. 
This reduces the crossover distortion and ensures the control of 
the output buffer. 

The compensation consists of source followers and metal-
insulator-metal (MIM) capacitors. This technique improves the 
compensation by moving the zero to a very high frequency. As 
a result, the phase margin (PM) is higher, therefore the size of 
the capacitors may be reduced or bandwidth improved. A 
dedicated biasing circuit supplies the appropriate voltages to the 
floating current source or cascode transistors. Biasing circuit 
consumes less than 5 µA. 

 
 
 

The layout of the op-amp is created. The whole block was 
tested by the Design Rule Check (DRC) tool provided by 
Mentor®. The circuit passes also the Layout Versus Schematic 
(LVS) test. In the end, the parasitic extraction (PEX) and post-
layout analyses were performed. 

The circuit was designed and simulated using the Cadence® 
Virtuoso® environment. A corner analysis, including 3 supply 
voltages, 3 biasing currents, 3 temperatures and process corners 
was performed. Additionally, the Monte Carlo (MC) analysis 
was performed for each test, with N = 100 points and σ = 3. 12 
tests were carried out to check the op-amp performance. The 
main parameters of the designed op-amp are listed in Table I. 
Much less current consumption and area is observed at the 
expense of slight decrease in op-amp performance. 

In this work, a two-stage, AB class, folded-cascode 
operational amplifier with rail-to-rail output is presented. The 
circuit is designed in UMC CMOS 55 nm technology and is 
widely characterized across post-layout corners and Monte 
Carlo analyses. The compensation with source followers 
extends gain bandwidth. The design offers low power 
consumption (<25 µA), while keeping good bandwidth (>2 
MHz) and DC gain (>85 dB). Good phase margin (with a 
minimum of 67º) provide the stability of the block. CMRR and 
PSRR are larger than 85.9 dB and 62.5 dB, respectively.  

 
TABLE I 

MAIN ANALYSIS RESULTS 

Parameter Min. Typ. Max. Unit Note 

VDD 3.0 3.3 3.6 V
Curr. Consumption 11.6 16.9 23.1 μA
Unity Gain Freq. 2.01 4.26 12.1 MHz

DC Gain 85.4 91.7 104 dB
Phase Margin 66.6 80.0 94.4 º

SR 0.99 1.77 3.48 V/μs 𝐶௅ ൌ 1𝑝𝐹 
Offset -14.1 1.09 19.3 mV MC
CMRR 85.9 88.0 119 dB @ 1 kHz
PSRR 62.5 76.6 82.5 dB @ 1 kHz

VN 15.6 17.1 19.2 nV/√Hz @ 1 kHz 

MC — Monte Carlo Analysis Results 
CL — Load Capacitance 
SR — Slew Rate 
PSRR — Power Supply Rejection Ratio 
CMRR — Common-Mode Rejection Ratio 
VN — Equivalent Input Noise Voltage 
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EXTENDED ABSTRACT 

Long development cycles are a crucial disadvantage of 
FPGA-based systems. The author proposes an FPGA 
configuration development methodology for Xilinx 7 Series, 
aimed at increasing productivity in partially reconfigurable 
designs. The general idea is to separate static design and 
reconfigurable module development and use identical 
implementation results for multiple instances of the same 
module, regardless of their location. Identical relative placement 
and routing can be forced at another position by applying 
extracted results, relocated to a new position, as fixed placement 
and routing constraints. Module relocation is only possible 
provided that source and target partitions: 

1. Share the same netlist. 
2. Use partial reconfiguration compatible PBlocks. 
3. Have identically arranged reconfigurable resources. 
4. Do not allow global routing feed-through. 
5. Have identical partition-to-static connections. 
6. Do not use location-specific routing resources. 

The requirements can be met using module isolation, 
partition ports buffering and strict design constraining.  

If identical partition-to-static implementation results are 
used for all compatible partitions across multiple designs, 
reconfigurable modules and static designs can be not only 
developed but also implemented completely independently. 
A mock design with a single “empty” reconfigurable partition is 
used to implement the interface in various PBlocks. Obtained 
relative placement and routing results for all interface elements 
are then exported as parametrized constraints.  

Synthesized reconfigurable modules are implemented using 
the same reference partition design and appropriate PBlock 
specific interface implementation. Relative placement and 
routing for individual modules is exported similarly to what is 
done for the interface. Independently a static design with 
multiple reconfigurable partitions can be implemented in target 
platform. For each partition fixed interface implementation 
based on reference partition results for appropriate PBlock is 
forced. Fully implemented static design is then used with 
different reconfigurable modules using Partial Reconfiguration 
Flow. Instead of individual implementation for each partition, 
reconfigurable modules use reference partition results applied as 
fixed constraints. The proposed approach reduces placement and 
routing time for target design. Moreover, identically 
implemented modules can share reconfiguration data. Under 
certain restrictions entire partial bitstreams can be relocated to 
new position by simply modifying Frame Address Register and 
CRC values. 

 
Fig. 1.  General concept of the proposed design flow with common 
reconfigurable module implementations for multiple partitions. 

 

Fig. 2. Placement and routing time for conventional flow using independent 
module implementation and the proposed method with reference module 
relocation in design with scalable number of partitions (assigned to identical 
partition blocks). Average results for a set of reconfigurable modules of 
different complexity tested designs. 
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Abstract—High-electron-mobility transistor (HEMT) is a type 
of FET fabricated with a junction between two materials with 
different band gaps. The most common material that is used in 
HEMT fabrication is based on the Gallium Arsenide hetero-
junction (GaAs-AlGaAs). However, Gallium Nitride (GaN) 
technology is entering dynamically in the area of transistor 
fabrication because of the high currents’ control by using low 
voltages. In this paper, a 3D design is presented based on the 
finger topology. The heterojuction (GaN-AlGaN) creates a 
piezoelectric polarization and so the two-dimensional electron gas 
(2DEG), so a full pHEMT model was designed by using Advanced 
Design System (ADS) software. More specifically, a two-fingers 
structure is designed in which the two exterior fingers are the 
source and the one in between is the drain. The transistor size is 
160μm length. The small signal model of the designed transistor 
was created, based on the simulation results. This structure is 
fabricated and the measured S-parameters are presented. 

Keywords—HEMT; GaN technology; AlGaN layer; SiC layer; 
small-signal model; finger structure 

SUMMARY 
Based on the transistor epitaxial structure, a pHEMT 

transistor was designed in order to operate in 10GHz 
frequency. It will be designed to be part of the amplifier in a 
Digital Radio Frequency Memory (DRFM), which is used in 
Electronic Warfare, operational level. 

Focusing on the layers that are used for the transistor 
design, there is the sourcedrain layer, with 290 nm width, 
which is used for source and drain design. The gatefoot is 
actually the transistor gate. The gate width is a critical size 
since a large width could cause high capacitance, which leads 
to a slow transistor operation and at the same time a small 
width could completely destroy the gate performance. For that 
reason, a gatehead layer is used, which has bigger width size 
that the gate. Therefore, there is a small width gate and at the 
same time there is a big width gatehead. The use of the 
fieldplate is also very important for the GaN HEMT design. 
 

 

Field plate is a metal surface above gate,which is used to 
improve transistor’s breakdown voltage and current voltage 
swing. At the same time, it offers additional stability and 
reliability in HEMT's performance. However, this extra layer 
creates an unwilling capacity between the source and gate. 
Therefore, it is important to make a compromise about its size 
in order to achieve a good transistor performance. Finally, there 
are other layers, such as the SiN passivation layer, which 
improves the transistor reliability and power performance. 
Additionally, a 300nm mesa layer, which is an AlGaN-GaN 
channel, is the heterostructure that creates the 2DEG.  

When the design was completed, by using the simulated S-
parameters, equivalent inductances and capacitances Leff and 
the Ceff respectively were calculated for the small signal 
model, in between gate, source and drain.  

The designed GaN HEMT has been built at the Institute of 
Technology and Research of Foundation for Research and 
Technology Hellas (FORTH). Transistor’s S-parameters were 
measured. The calculation of potential instabilities or the 
maximum gain estimation could be identifying by using the 
transistor’s S-parameters. The Anritsu MS4644B Vector 
Network Analyzer (VNA) was used for the measurements and 
the results collection. The input power was 0dBm and the VGS 
(gate-source voltage) and the VDS (drain-source voltage) that 
was used to bias the transistor were 2.5Volts and 15Volts 
respectively, while the drain-source current was 32mA. 

This research has been co‐financed by the European 
Regional Development Fund of the European Union and Greek 
national funds through the Operational Program 
Competitiveness, Entrepreneurship and Innovation, under the 
call RESEARCH – CREATE – INNOVATE (project code: 
T1EDK-00329). 
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I. SUMMARY

With the continuous growth of cyberinfrastructure in mod-
ern society, secure computing, storage, and communication re-
quire that the underlying framework utilizes both software and
dedicated hardware components. These hardware components
have traditionally been used to enhance overall systems’ per-
formance, cost, and energy efficiency. Unfortunately, adding
specialized hardware into different points of the state-of-the-
art cyberinfrastructure can create new security threats that did
not exist in the past. These threats necessitate development of
new methodologies and approaches for secure hardware design
and manufacturing. The objective is to prevent malicious be-
havior such as insertion of hardware Trojans, overproduction,
manufacturing of counterfeit devices, reverse engineering, or
side-channel analysis.

One common technique used to protect hardware circuits
against these threats is to obfuscate the implementation itself,
such that necessary design analysis becomes too expensive,
in either time or resources, for an adversary to realistically
accomplish. These methods utilize additional logic gates added
to a circuit such that a secret key is required for unlocking
circuit’s proper functionality. This can be e.g. done using Key
Programmable Gates (KPGs), which are gates that use one
input as a key bit in order for the circuit to act as expected.

In this paper we are using a SIMON block cipher as a One-
way Random Function (ORF) for a logic locking method on
a substitution box (S-box) from a customizable, authenticated
encryption (AE) cipher MK-3. We utilized satisfiability (SAT)
attacks as a method of attacking hardware obfuscation. A
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Fig. 1. SIMON as an ORF for Obfuscation

high-level diagram of the obfuscation approach is shown in
Figure 1. Several configurations were tested with varying
numbers of SIMON rounds and with fixed plaintext or fixed
ciphertext inputs. The S-box obfuscated using this 32-bit key
and a round-reduced implementation of the SIMON cipher is
shown to be secure against a SAT attack within 5 days limit
time.

We are convinced that using an ORF to transform key
bits before another locking mechanism is the right approach.
With a sufficient number of key bits we can expect any SAT
attack to fail, if the ORF being used has proper cryptographic
strength.The 32 bits used in our experiments, however, may
not be enough for high security requirements
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EXTENDED ABSTRACT 

This paper presents necessary modifications of a 
specialized high-voltage unity-gain buffer related to its 
physical implementation in a selected high-voltage SOI 
process. Several additional safety devices are required for non-
destructive power-up, normal operation and power-down 
phases of this buffer function cycle. The modifications are 
largely related to intricacies of the buffer topology, as low- and 
high-voltage MOS devices are used there in close cooperation. 
Impact of the implementation-related changes on the buffer 
operation capabilities is presented and discussed. 

High-voltage buffer discussed in the paper is introduced in 
[1]. This buffer offers very high input impedance and low 
output impedance. This structure offers unity-gain and can be 
considered as a voltage follower [1, 4]. The buffer is designed 
to operate with supply voltages over 5 V. Thus, it can be 
considered as a mid-voltage or high-voltage circuit. Depending 
on CMOS or SOI process capabilities, its maximum supply and 
input voltage amplitudes can reach up to tens of volts.  

 
Fig. 1. AC-domain comparison of the buffer implementation stages:  
the original buffer – dotted line, the SOAC buffer – dashed line, the laid out 
buffer –solid line 

The presented buffer is a part of a high-voltage integrated 
circuit designed in X-FAB XDM10 SOI process. All presented 
simulation results were obtained with application of Cadence 
Virtuoso software coupled with Spectre simulator and proper 
design-kit provided by the X-FAB company.  

 
 

Simulations of all the buffer variants were conducted for 
18 V high-voltage supply and 5 V low-voltage supply. Input 
signals are always added to 9 V offset voltage and then 
provided to the buffers inputs.  

TABLE I.   
COMPARISON OF THE BUFFER IMPLEMNENTATION STAGES 

Comparison of the buffer implementation stages 
Buffer 
implemen- 
tation stage 

Small-signal  
cut-off frequency 

[MHz] 

Output to input 
difference  

[mV] 

Voltage gain for 
11 V, 21 MHz sin. 

[dB] 
The riginal 
schematic

502.0 46,43 -3.10 

The SOAC 
schematic

448.8 46,43 -3.49 

The layout  152,9 60,90 -17.74 

  
The performed comparison shows that influence of about 30 
safety devices in form of diodes, Zener diodes, and stacks of 
diode-connected high-voltage transistors is very limited. This is 
a very valuable conclusion, as all these devices are needed for 
safe operation of the physically implemented buffer. The 
influence of the safely devices is limited owing to fact, that 
most of these devices are placed outside the buffer signal path.  

 The process of laying out the circuit causes much more 
pronounced deterioration of the buffer speed parameters, which 
is a typical outcome of physical implementation process and 
can be coped with during earlier stages of circuit design by 
means of preparing designs with parameter margins 
expendable during laying out process.  Fig. 4 and Table 1 more 
insight into deterioration of the buffer parameters of the buffer.   
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EXTENDED ABSTRACT

This paper presents the efficiency investigation of a fully
on-chip DC-DC step-up voltage converter. Research is mainly
focused on finding the optimum operation point of power
conversion to provide the high output power and conversion
efficiency of the on-chip converter solution. Topology of volt-
age converter is based on high frequency switching of fully
integrated inductor. The study also analyses the impact of
inductor properties on circuit operation and on output power
and conversion efficiency. For better evaluation of impact of
inductor properties and for elimination of power losses in circuit
design, the most simple circuit topology of step-up DC-DC
power converter − boost converter [1] − was chosen. Also,
for further elimination of power dissipation, all components was
considered ideal, except inductor itself.

Fully integrated symmetrical multilayer stacked inductor was
proposed in previous work [2] and designed for low frequency
inductive near-field electromagnetic energy transfer in con-
junction with active implantable medical devices. Presented
topology is symmetrical 5-turn square coil implemented in 5
metal layers. Outer diameter of inductor is 1.16 mm and covers
area of 1.346 mm2. Inductor properties were measured and
introduced in [3]. Alternative schematic was then derived from
measurement results and used in simulated voltage converters.
Best achieved results of integrated inductor properties were
quality factor Q=3.03, inductance L=66.08 nH and series re-
sistance Rs=7.63 Ω. For better understanding of significance of
individual inductor parameters, another model of ideal integrated
inductor with variable series resistance and quality factor was
used in boost converters. Values of series resistance of ideal
inductor was chosen in range fromRsmin=1 Ω toRsmax=10 Ω
resulting in quality factor of inductor up to Qmax=15. Chosen
values respects theoretical technological possibilites and other
works. Results of simulations of power converters with alterna-
tive schematic of real measured inductor was then comapred
to converter circuits implementing ideal inductor with series
resistance.

Core part of study consists of finding the optimum operation
point of power conversion of voltage converter driven by differ-
ent control circuits. In this case, we propose ideal pulse frequency
modulation (PFM) circuit to control the level of output voltage.
PFM control circuit holds output voltage at Vout=1.2 V . Boost
converter operates with input voltage Vin=0.6 V , conversion
ratio is therefore 2. Values of load resistor were chosen in
broader range to find point of maximum output power. Boost
voltage converter controlled by PFM control circuit with al-
ternative schematic of measured inductor achieved top power
conversion efficiency of 62.96 % at ouput power of 3.6 mW at
rather high switching frequency Fsw=247.7 MHz. Maximum
output power of 6 mW was achieved with corresponding

power conversion efficiency 50.56 % at switching frequency
Fsw=118.1 MHz. Best results of power conversion efficiency
of voltage converter reached value of 98.6 % at low output power
of 0.6 mW and switching frequency Fsw=7.57 MHz and the
maximum output power of 6 mW with efficiency 84.81 % was
achieved atFsw=233.31MHz. These results were achieved by
voltage converter with ideal inductor with low series seristance
of Rs=1 Ω and Rs=5 Ω, respectively. In all simulations, the
converter operated in DCM. Conduction mode of inductor was
not further investigated and has only information value.

Last part of this study compares achieved results to other
work, especially the same design of voltage converter driven by
pulse width modulation (PWM) control circuit with alternative
schematic of the same integrated inductor proposed in [3]. Study
also shows impact of main properties of integrated inductor on
monolithical boost voltage converter and propose importance
of individual parameters. We emphasize the importance of
enhancing the quality factor of inductor and decreasing its series
resistance for obtaining the best results. Inductance of inductor
is then of lower importance, hovewer, it should be kept at
reasonable values.

This feasibility study investigated the possibility of fully on-
chip implementation of whole voltage converter circuit with
suitable power conversion efficiency and output power. Proposed
circuit should be able to compete with other step-up voltage
converter circuits that uses external switched inductors (or
capacitors) while offering higher power density and considerable
space savings.

All voltage converter circuits were simulated for implemen-
tation into a standard UMC 130 nm CMOS technology and
Cadence design environment was used for all simulations.
Results obtained by simulations of voltage converters was only
theoretical and should be investigated further.
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EXTENDED ABSTRACT

The ARUZ, built using the TAUR technology in Bio-
NanoPark Lodz, is a massively-parallel FPGA-based HPC
machine. It implements the Dynamic Lattice Liquid (DLL)
model. The basic version of DLL algorithm models Brownian
diffusion in a long time limit for simple liquids. In this paper,
DLL extension, allowing the introduction of simple chemical
reactions in simulations executed on ARUZ, is presented
along with its implementation using FPGA technology. This
extension is called the REACTION mechanism and can be
used for modeling of first- (R1), second- order (R2) reactions,
and their combination (R12).

In all three cases, the reaction depends on the fulfillment of
the probability condition. In the case of simple R1 reactions,
an element may spontaneously change its type regardless of
its neighborhood (but may depend on its spatial position in the
simulation box), e.g. D1 → D2. The type change takes place
when the probability: p1 = p1(X) + pe1(X) of the reaction
for the considered element is greater than the generated
pseudorandom number in the range [0,1]. In the case of R2
reactions, the change of the element type occurs in interaction
with its nearest environment, e.g. A+B → C + C. First, one
of the nearest neighbours is selected at random, if the reaction
is possible, it is tested for the success of the reaction according
to the specified probability: p2 = p2(XY ) + pe2(XY ). Proba-
bility p2 is defined for pairs of elements X and Y , and can
also be dependent on spatial position (pe2(XY )).

One of the more interesting examples is presented in Fig-
ure 1 as the example of A+B → C +C reaction. In the first
step, the EUT selects a potential reaction partner on direction
d0. At the same 3 neighboring (Ed1, Ed3, Ed5) elements
indicated the EUT as the reaction partner. The selections
are communicated amongst each other. In the second step,
the EUT knows that element Ed0 does not join the reaction
with the EUT . Since the element Ed3 continues pointing
at the EUT , in step 3, the R2 reaction process occurs and
consequently the EUT changes type from B → C and A → C.

Fig. 1. 2-dimensional R2 reaction example - A+B → C + C.

For each simulation variant, a separate bitstream file is
generated. Consequently, if no reaction mechanism is needed
in a simulation variant, it is excluded and effectively releases
the FPGA resources. Mechanisms for R1 and R2 reactions can
be included independently. Inclusion of both in the bitstream
file means both reaction types are analysed. In such a case, by
using appropriate probability factors, R1 or R2 can be softly
eliminated from the simulation (for all / some / none of the
elements), however, the resources are still in use.

The maximum number of simulation nodes in DSlave is
most often limited by CLB (Configuration Logic Block),
specifically LUT (Look-Up Table), resources. Consequently,
the need to optimize the use of it becomes the highest priority
when adding new features to ARUZ.

The proposed algorithm realizing the reaction model re-
quires mostly the resource of BRAM (Block Random Access
Memory), Flip-Flops and the resource of highest utilisation in
the machine – LUTs. To save LUT resources, the BRAM is
addressed by the registers already present in the analysis – the
types of reacting elements and the reaction type. Thanks to the
concatenation of such registers, a direct address is generated
and no extra LUTs are used.
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EXTENDED ABSTRACT

Simulations based on DLL (Dynamic Lattice Liquid) model
are devoted and widely used to analyse phenomena in molec-
ular environments. DLL quite precisely predicts the results
of the investigated phenomena, but also properly models the
dynamics of simulated processes by accurately imitating the
behaviour of the analysed matter. The simulated physical
substance (e.g.: a polymer immersed in a solvent) is modeled
by a set of nodes representing elements of this substance
(e.g.: atoms, particles, monomers) or empty regions, where
such elements can enter during simulation. The nodes are
logically positioned in the sites of face-centered cubic (FCC)
lattice, chosen due to the highest packing factor among regular
lattices. The FCC lattice has a coordination number Z = 12,
which means that each node is connected to 12 neighboring
nodes. As a consequence, in DLL simulations, each node
directly interacts with the 12 nearest nodes. Clearly, long-
distance interactions could be obtained by means of forward-
ing interactions through the nodes, but DLL does not involve
such long-distance interconnections. This apparent limitation
is actually the source of DLL efficiency, giving – for a wide
range of applications – a satisfactory modelling precision.

DLL is a kind of Monte Carlo method used to obtain
the statistical properties of simulated processes. Therefore,
to achieve reasonable accuracy, DLL requires a substantial
number of nodes used in simulation. It is commonly assumed
that for the appropriate modelling accuracy, the number of
nodes in the lattice should be of the order of 106. In DLL sim-
ulations, the set of nodes is treated as a cellular automaton. All
nodes update their state using the same rules. Since the nodes
model the elements of a simulated physical substance (e.g.:
fluid, polymer, etc.), these rules correspond to the behavior of
particles (or atoms, monomers, etc.) in such substance. Each
node performs the computations responsible for modeling
such physico-chemical mechanisms as: creating and breaking
bonds, reacting, interfering with external fields, etc. DLL can
model the movement of elements in dense environments, as it
takes into account a so-called ”cooperative movement”. There
are two possible cooperative movement scenarios considered
(Figure 1): loops and ways.

Fig. 1. Loop, way and collision in simplified (2D) lattice (coordination
number Z = 6).

In case of the cooperative way a vacancy is required. The
modeled element next to the vacancy can occupy it, making
the vacancy for another element. In case of the cooperative
loop, no vacancies are needed. Several modeled elements can
switch their places at the same time. In DLL such a switching
is allowed only for more than two elements. An attempt by two
elements to exchange their positions is treated as a collision
and is prohibited.

The paper presents two algorithms, sequential and parallel,
implementing the DLL model for the analysis of molecular
diffusion. The time required for each step in a sequential
algorithm grows linearly with the number of nodes. For
multi-core architectures, this algorithm can be partially paral-
lelized. Unfortunately, synchronization of threads is required,
what significantly reduces the efficiency of multi-threaded
implementation of the sequential approach to DLL and as
a consequence it limits its applicability. The bottlenecks of
the sequential algorithm are solved by the parallel one, which
uses a different principle, but requires a dedicated FPGA-based
simulation hardware with very low interconnection latency.
The speed of simulation performed using this hardware is 2
orders of magnitude higher when compared to the best known
multi-threaded sequential solution.
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EXTENDED ABSTRACT

ARUZ (Analizator Rzeczywistych Układów Złożonych,
Analyser of Real Complex Systems) is a massively
parallel FPGA-based simulator located at BioNanoPark
Lodz. This machine has been designed to reflect the
Dynamic Lattice Liquid (DLL) algorithm in hardware.
https://www.overleaf.com/project/604f63a57f49625a17de87e0

The DLL model is based on the concept of cooperative
motion of objects (elements). The algorithm works on a
completely occupied lattice, where the elements cannot easily
move over a long distance, due to the occupation of all
neighboring lattice sites. In this case, the only way to move
the elements with excluded volume preserved is cooperative
motion. In DLL, cooperative rearrangements have a form of
closed loops of displacements involving at least three elements.
Loops are formed spontaneously in a random way.

To model more complex phenomena, DLL implemented on
ARUZ was enriched with additional functionalities, the so-
called ”mechanisms”. One of them is the ENERGY mecha-
nism that allows reducing the thermal noise in simulations by
lowering the temperature. This mechanism is useful in simula-
tions of, e.g., phase separation processes where intermolecular
interactions have to be varied. The system Hamiltonian for i-th
lattice site populated by X-type element is defined as:

Ei

kBT
=

1

kBT
(
1

2

∑
j

εXYj +HXi) (1)

where the sum extends over all nearest neighbors and j can
take any type Y . T is the absolute temperature and kB the
Boltzmann constant. HX/kBT is the interaction energy of X
type with the external field and can depend on the spatial
position to model e.g. temperature gradient. εXY /kBT is the
interaction energy of the i, j pair and is position-independent.
In presented model, εXY always equals εY X . Both, εXY /kBT
and HX/kBT , are input data. A kinetic Monte Carlo test,
representing Boltzmann statistics, is applied, i.e., an effective
attempt of motion is performed with probability proportional
to the energy of the actual local state:

Pi = e
− Ei

kBT (2)

The test is executed for all elements in a given loop
of possible cooperative movement - all elements must
pass it, otherwise the whole loop is immobilized (when
exp(−Ei/kBT ) < random[0, 1) ).

As a result, if εXY > 0 then attractive interaction is present
for i, j pair. The interactions become effective at a finite
temperature by reduction of the probability of motion. εXY de-
scribes the barrier which has to be overcome in order to release
contact between X and Y during the thermally-activated
diffusion process.

If we define εw(X,Y ) = e
(− 1

2

εXY
kBT ) and εe(X) =

e(−HX(x,y,z)), we obtain Pi =
∏Z

k=1 εw(X,Yk) · εe(X)
As εw(X,Yk) and εe(X) are constant, no exponentiation

operation is needed in FPGA fabric, as they can be precom-
puted in software and stored in BRAM. To store εw and εe
and perform operations on them, we need to apply a floating-
point format, as it ensures a constant relative precision for the
full range of stored values.

To store εw and εe we need a 17-bit mantissa and a 9 bit
exponent to encompass the entire assumed range. A special
way of BRAM addressing was used, eliminating complicated
calculations thanks to address vector concatenation. Artix
XC7A200T has 740 DSP slices, each containing a 25 x 18
multiplier. To implement multiplication to calculate Pi, a
single Xilinx Floating-Point Operator IP core was used. This
multiplier needs two DSP slices, limiting the number of nodes
that can be implemented in one DSlave to 370.

The performed simulations confirmed that the implementa-
tion gives exact results compared to theoretically calculated
values.

The presented implementation is applicable to other lattice
algorithms where Boltzmann weights need to be used.

Fig. 1. Result of simulation.
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SUMMARY 

This paper presents low voltage low power a rail to rail 
common mode range clocked comparator. The target 
application of the proposed circuit is analog to digital converter 
for biomedical applications. The proposed comparator is 
composed of two stages which are pre-amplifiers and modified 
strong-Arm latch as shown in figure 1. The outputs of NMOS-
input and PMOS-input pre-amplifiers are combined by the 
modified Strong-Arm latch producing rail to rail common mode 
range clocked comparator. Adopting TSMC 0.18µm 
technology, the preamplifier stages were designed to work in 
weak inversion using gm/ID design methodology. The 
simulation results show that the preamplifier stage consumes 
less than 0.275µW using power supply of 0.75V. The pre-
amplifier DC gain of 43.15dB and unity gain frequency of 300 
kHz. Figure 2 shows a sample output of the comparator as the 
input common mode is fixed.  
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Figure 1. Complete comparator circuit block diagram 

 

 

 
Figure 2. Rail to Rail comparator transient simulation with common mode voltage of 5mV zoomed view 
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EXTENDED ABSTRACT 

Adders are one of the basic and essential arithmetic circuits. 
Their design is still important, especially in the aspect of power 
consumption and speed. To achieve satisfactory results, a 
designer has to make more effort. He needs to do a thorough 
analysis. It is not enough to consider only general conditions of 
a circuit work only, but the designer must take an individual 
approach to the circuit. For an efficient and time-satisfying 
design, he needs specialist tools to do such task. 

In this paper, a software tool aiding a design of Parallel 
Prefix Adders is presented. PPAs are seen as some of the 
fastest because of the way of carry signals generation. And a 
circuit responsible for these signals can be designed in many 
ways. In the literature, we can find many papers describing 
regular structures of PPA, but irregulars are also interesting and 
can yield a profit in design. The proposed software supports 
design of carry generation-propagation block by calculating a 
circuit activity and equivalent capacitance for the requested 
input activity behavior. Thanks to a graphical interface, a user 
can test many possibilities in an easy way by drawing a graph 
of propagation-generation block. Parameters are calculated and 
shown on the graph for all nodes. Finally, after checking of the 
graph completeness, the netlist of the adder is generated. The 
tool is useful when the designer, looking for the best solution, 
wants to analyze many adders’ structures for given input 
activity scenarios. 

The program consists of two main parts, graphical and 
computational. The first one is used to draw the PG graph and 
to invoke calculations of switching activity and equivalent 
capacitance for just drawn graph. The second part is 
responsible for the calculations. The program is created using 
Matlab environment. The main window of the program, with 
exemplary design, is shown in Fig. 1. It consists of a field with 
a mesh for drawing the PG graph, described by inputs and 
levels. At the bottom, there are a few push buttons and message 
fields. Drawing of the PG graph is very easy by mouse. After 
drawing a graph, the user can check the activity of the circuit 
by clicking the button “Check Activity”. Appropriate functions 
are started and results are shown in the graph (Fig. 2). There 
are switching activity and equivalent capacitance for each node 
in the PG circuit. Finally, a netlist of the circuit is generated. 

 
Fig. 1. The main window of the program with example adder. 

 
Fig. 2. Switching activity and equiv. cap. of the example 6-bit adder. 

The paper shows a useful software tool which can be usable 
during the design of PG tree of PPA. The program allows a 
user to interactively design the circuit and analysis of its energy 
parameters (activity and equivalent capacitance). The designer 
can change structure of the graph in an easy way and check the 
properties of a new concept. The author uses the program in his 
research and on the other hand, he wanted to show the idea of 
such an interactive design focused on low-power. 

This work has been supported by AGH University of Science 
and Technology under subvention funds (no. 16.16.230.434). 
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EXTENDED ABSTRACT

It is well-known that custom hardware accelerators imple-
mented as application specific integrated circuits (ASICs) or
on field-programmable gate arrays (FPGAs) can solve many
problems much faster than software running on a central
processing unit (CPU). This is because FPGAs and ASICs
can have handcrafted data and control paths which exploit
parallelism in ways that CPUs cannot. However, designing
custom hardware is complicated and implementing algorithms
in a way that takes advantage of the desired parallelism can be
difficult. Specialized Hardware Description Languages (HDLs)
are used in the design process and hardware models must be
tested via complex simulations, which are slow and difficult
to debug. The benefit is that hardware implementations of
algorithms can often process data orders of magnitude faster
than their software equivalents and with lower energy expen-
diture. More recently, there have been efforts to make the
hardware design process more similar to software development
with the design methodology called High-Level Synthesis
(HLS). HLS tools work by generating hardware designs from
algorithms written in software programming languages, like
C/C++. This allows for hardware design to use the more
flexible software programming languages and can simplify the
verification process. HLS is becoming an increasingly popular
design methodology and has a lot of support from Electronic
Design Automation (EDA) tool manufactures. For example,
Intel and Xilinx have their own HLS tools that work with their
respective FPGAs. Additionally, both companies have recently
announced new high-level development platforms targeting
heterogeneous systems indicating their continued investment
in HLS technology. However, despite the popularity of HLS,
there are some features of software programming languages
that most HLS tools don’t support, such as recursive functions
and dynamic memory allocation. Given the popularity of HLS
and the increasing prevalence of high-level abstractions in
hardware design, the goal of this work was to examine the
abstraction of recursion in detail and propose a new hardware
implementation framework for it. In this paper we introduce
a new framework for implementing recursive functions in
hardware, which we call TreeRecur. TreeRecur uses trees to
represent the branching recursive function calls of divide-and-
conquer algorithms, which makes it possible to take advan-
tage of their procedure-level parallelism. To allow for design
flexibility, TreeRecur executes algorithms using a configurable

number of independent function processors. These processors
are generated using HLS design flow, making it easy to
implement a variety of different algorithms. The TreeRecur
system is comprised of three primary components: the HLS
front-end, the tree back-end, and communication channels
connecting them together as shown in Figures 1 and 2.
The front-end is the user-facing part of the system. It contains
the independent function processors that are used to execute
the desired algorithms and when users want to implement a
new algorithm, they simply change the processors running in
the front-end. The back-end manages all of the aspects of the
tree memory management. This is the same for all algorithms
and doesn’t need to be modified by the user. Finally, the
communication system contains the First-In First-Out (FIFO)
queues that the front-end and back-end use to communicate
with each other. Functionality of our framework was tested
using two simple algorithms and compared against software
implementations of the same algorithms. Performance results
were collected in terms of execution speed and energy con-
sumption.

Fig. 1. System Front-End

Fig. 2. System Back-End
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EXTENDED ABSTRACT 

Temperature is an important factor affecting the operation 
of electronic devices. For two centuries thermal processes were 
modeled applying the classic Fourier heat transfer theory, but 
due to the miniaturization of electronic devices it has become 
necessary to consider various phenomena related to the phonon 
scattering at semiconductor boundaries or the ballistic effects. 
Consequently, alternative approaches taking into account the 
consideration of microscale effects in macroscale heat transfer 
models were developed.  

This paper employs for thermal simulations of a nanosize 
structure the Dual-Phase-Lag (DPL) equation, presented in (1), 
which renders possible taking into account the mutual delays  
between changes of heat flux q and temperature T owing to the 
introduction into the Fourier law of heat conduction of two 
additional terms. They depend on the relaxation time constants 
q and T, which are the respective heat flux and temperature 
time lags, hence the name of the model. The parameter  in the 
equation is the thermal diffusivity and t denotes time. 

Compared to the classic Fourier-Kirchhoff heat equation, 
there are two additional terms containing the second-order time 
derivative of temperature and the third-order mixed time and 
space derivative of temperature. The analyses carried out here 
are aimed at the determination of the influence of these new 
values on the heat diffusion speed. This is done by varying the 
value of the commonly encountered in literature dimensionless 
parameter B, which is equal to T /(2q). 
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Fig. 1. One-dimensional benchmark structure. 

The one-dimensional benchmark structure, shown in Fig. 1, 
is made of silicon and it has the thickness d of 10 nm. This 
structure is heated from the left side by the heat flux q and 
ideally cooled at the right one, where the isothermal boundary 
condition is applied. The influence of relaxation time constant 
values on the heat diffusion speed was investigated for three 
different values of parameter B; 0.05, 0.50 and 5.00, where the 
value of 0.5 corresponds to the classic Fourier heat conduction 
model. For each parameter value, the evolution of temperature 
in time simulated for the location distant by 1 nm from the left 
boundary is presented in Fig. 2. As can be seen, all the curves 
converge to the same steady state value, but the time required 
to reach half of this value depends on the value of parameter B. 

Hence, the speed of heat diffusion processes in this model 
could be controlled by adjusting the ratio of the relaxation time 
constants, i.e. the value of parameter B. Therefore, it is possible 
to simulate thermal processes when heat diffuses either faster 
or slower than predicted by the classic Fourier theory. Thus, 
the DPL equation might become a promising alternative for 
modelling of various experimentally observed nanoscale non-
Fourier phenomena using a macroscopic model. 

 

Fig. 2. Time evolution of temperature at 1 nm from the left boundary. 
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EXTENDED ABSTRACT  

The internal temperature of a semiconductor device can be 
measured using different indirect methods. It is often estimated 
by measuring the case temperature with a pyrometer recording 
the intensity of infrared radiation, a thermoresistor or a 
thermocouple glued to the case of the device under test. 
However, most commonly, indirect electrical methods are 
used, in which the value of internal temperature is determined 
on the basis of the measured value of the electrical parameter 
of this device with a known temperature dependence (TSP). 

For power MOS transistors, the following TSPs are used: 

a) vGS voltage at a selected value of drain current iD for the 
transistor operating in the saturation range,  

b) vD voltage on the forward-biased junction between the 
drain and the substrate of the transistor, at the selected 
value of this junction current, 

c) vDS voltage between the drain and the source of a 
transistor operating in a linear range at a selected drain 
current (RON resistance). 

This paper presents the results of investigations illustrating 
the suitability of each of the three above-mentioned TSPs for 
measuring the internal temperature of the power MOS 
transistor. For each of the mentioned TSPs, thermometric 
characteristics are measured at selected drain current values. 
An analysis of the measurement error of thermal resistance of 
the power MOS transistor is carried out with the use of each of 
the considered TSPs. The results of thermal resistance 
measurements obtained with the use of the considered TSPs 
and with the use of a thermoresistor are compared and 
discussed. 

The thermometric characteristics of the IRF840 transistor 
operating at different values of current IM are measured. Based 
on the performed measurements, it was found out that only 
characteristics vD(Tj) are linear in a wide range of current and 
temperature changes. The remaining thermometric 
characteristics are non-linear. In particular, it is worth 
emphasising that the characteristics of vGS(Tj) show a strong 
dependence on drain current iD and on voltage vDS, which may 
be related to the sub-threshold effect in the tested transistor. 
The highest slope of the thermometric characteristics was 
obtained for voltage vGS selected as the TSP. 

From the point of view of the evaluation of the thermal 
resistance measurement error, the error in determining the 
temperature difference Tj-Ta is of high importance. The relative 
error in determining this difference depends e.g. on TSP, slope 
of the thermometric characteristic and the function used to 
approximate this characteristic. 

In order to illustrate the influence of the selection of the 
TSP and the operating conditions of the tested transistor on the 
measurement error of Rth, the calculations were carried out, the 
results of which are shown in Fig. 1. In the calculations it was 
assumed that due to power dissipation in the transistor  
P = 10 W, at ambient temperature Ta = 20oC, internal 
temperature Tj increases to 120oC. So Rth = 10 K/W. The 
typical values of the temperature measurement error  
Ta = ± 0.5oC and power p/p = ± 0.1% were assumed.  
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Fig. 1. Dependence of the relative error of the thermal resistance measurement 
on dissipated power at a selected TSP 

As can be seen, the dependnece Rth/Rth(p) is a decreasing 
function for all the considered TSPs. The error values Rth/Rth 
are the lowest when the diode voltage vD or voltage vGS is used 
as a TSP with linear approximation of the thermometric 
characteristic. On the other hand, the use of voltage vDS on the 
transistor operating in the linear range (proportional to RON) or 
voltage vGS as a TSP and approximation of the thermometric 
characteristic by the quadratic function leads to a much bigger 
measurement error. The decisive influence on the value of this 
error is the inaccuracy in determining the coefficients of the 
function approximating the relation Tj(TSP).  

It was found out that the use of linear approximation for the 
thermometric characteristic allows for a significant reduction in 
the value of the measurement error Rth in relation to the 
approximation of this relationship by the quadratic function. 
The smallest measurement error was obtained using voltage 
vGS as a TSP and linear approximation of the characteristic 
vGS(Tj) measured for voltage vDS of a few volts and drain 
current of 10 mA. When using the same TSP and 
approximating the thermometric characteristic with the 
quadratic function, the measurement error can be even 10 fold 
bigger. 
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EXTENDED ABSTRACT 

Field-effect transistors (FETs) have been used as room 
temperature sub-terahertz (sub-THz) radiation detectors, 
although this frequency range is a few orders of magnitude 
higher than the FET maximum generation frequency fmax. The 
THz detection has been also confirmed using MOSFETs on 
SOI wafers with the n-type channel and n+ source/drain regions 
(Fig. 1a), which are in fact junctionless FETs (JLFETs). A 
standard configuration for the THz sensing consists in 
connecting antennas between the gate and source terminals and 
a sensitive voltmeter among the drain and source terminals for 
a DC photoresponse read-out. A small frequency lock-in 
technique is a standard noise resistant approach for these 
measurements. 

There are two main theories describing THz sensing 
mechanism: Dyakonov-Shur and resistive mixing models. Both 
of them poorly relate to JLFET THz sensors and are not suited 
for a design or optimization of new sensors. Due to this the 
FETs as THz sensors may be considered as conductive objects 
of an unknown internal structure ("black boxes).  

There are a few methods for characterization of such 
objects. In this paper we propose a "symptomatic" method of 
analyzing the operation of radiation sensors (somewhat 
analogical to the Impedance Spectroscopy). The signal, which 
is induced in the sensor under THz radiation, has been used for 
study its internal structure (Fig. 1b). This signal is measured 
versus gate voltage at the drain output with the lock-in working 
at the frequency below 1kHz. Both, the signal amplitude and 
phase, or the real and imaginary parts of the complex output 
are exploited. The method has been explained on the example 
on the SOI JLFET sensor. Its voltage and current mode lock-in 
characteristics were measured under the same radiation 
conditions (Fig. 1c, d). The admittance Y(Vg)=Id(Vg)/Ud(Vg) 
was presented on a graph similar to a Nyquist plot in the 
frequency domain. The conductance and susceptance as seen 
by the lock-in at the sensor drain according to Y=G+jB are 
shown in Fig. 2. A detailed analysis of these values as function 
of gate DC bias together with a fundamental knowledge of the 
MOS transistor phenomena were used for equivalent circuit 
construction. The analysis of the JLFET sensor operation 
shows that for the gate bias near Vth either the mechanism or a 
place of the photoresponse signal generation vary. This 
variation does not occur in the same sensor working with a 
floating source potential when the photoresponse signal is also 
generated, although clearly smaller. 
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Fig. 1. a) A cross-section of the JLFET sensor; b) a diagram of the proposed 
analysis method (floating source – optional) c) voltage lock-in measurements; 
b) current lock-in measurements; 
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Fig. 2. Susceptance and conductance of the A sensor versus gate bias; VS=0 ; 
approximation data range - light lines; approximation - dotted black lines. 

The proposed method allows both to study the sensor 
structure and to investigate the principles of the DC signal 
generation if they are not fully understood. Of course, the area 
of application of this analysis method is not limited only to 
JLFET devices, but it is also possible to test other FET-based 
sensors and transducers. 
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EXTENDED ABSTRACT 

In this paper modelling and simulation of photovoltaics 
array in local energy domain systems is presented. 
Photovoltaics array consists of group of connected PV modules. 
Thus, connected to energy domain system is building block of 
a photovoltaic energy conversion system.  PV module is the 
essential power energy conversion unit of a solar energy 
transformation system. The output characteristics of a PV 
module are determined by solar irradiance, cell temperature and 
the output voltage of the PV module. Strong nonlinearity, in 
turn, enforces to use such energy system using maximum power 
point tracking (MPPT).  

Typical photovoltaic system consists of PV modules (array), 
MPPT controller, DC-DC converter and optionally -  battery 
pack to store energy excess. MPPT Controller (Maximum 
Power Point Tracking) is solar charge controller, which detects 
solar panel voltage and current in real time, thus allowing to 
track system and extract maximum power out of the PV cell 
based on specific environmental conditions. These conditions 
like irradiance or temperature are fundamental quantities for 
such tracking. 

MPP operation of the inverter is in fact related to method of 
searching the maximum power with current-voltage 
characteristics use of PV module. In Fig. 1 there is 
characteristics of I-V and P-V of applied PV panels (330W) for 
different temperatures Tcell. Along with temperature drop the 
MPP increases (voltage and power increases). Current for 
different MPPs keeps constant – see results in fig 1: I-V and 
 

 
Fig. 1. I-V and P-V plots for different temperatures and irradiation 
environmental conditions for considered PV module type. 

P-V plots of photovoltaic cell show that open circuit voltage 
between MPP and 0 and voltage with 0A current is considered 
as maximum voltage. Short circuit current is related to short 
circuit at voltage equals to 0. Photovoltaic cells generate 
maximum power at one specific point and this point visible on 
plot is simply called Maximum Power Point (MPP).  

Because of simple implementation, the Perturb and Observe 
(P&O) method is commonly used in for tracking of the MPP 
(Maximum Power Point). The great advantage of this algorithm 
is high reliability and efficiency. This algorithm is presented in 
Fig. 2. Current power P generated from photovoltaics is 
calculated based on the voltage V and the current I. Next, it is 
compared with the previous value of power P in t-1 point in 
time. Maximum power is observed when calculated ΔP is zero 
value. When the power grows, it allows to keep next voltage 
change in the same direction, similarly to previous change 
voltage. In other case voltage change in the opposite direction 
of the previous voltage takes place.  

MPPT (Maximum Power Point Tracker) is one of crucial 
elements of photovoltaic systems – a controller, which is an 
electronic “smart” DC to DC converter. It optimizes the match 
between PV panels, and utility grid (in case of “on-grid” 
system). Basically, it is an interface between load and PV cells 
– it controls duty cycle to obtain maximum power of the PV 
cell, taking into consideration environmental conditions like 
grid demand. DC-DC converter output may also be utilized to 
charge the batteries in case of off-grid systems.  

 
Fig. 2. MPPT Perturbation and Observe algorithm. 
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EXTENDED ABSTRACT 

A. Macromodel Development 

Several semiconductor manufacturers, such as Maxim®, 
Analog Devices®, Philips®, Sanyo®, Samsung®, SGS Thom-
son®, ST Microelectronics®, and Texas Instruments® offer 
commercially available various types of monolithic power 
amplifiers. One of the basic monolithic integrated power 
amplifiers is those of the ST Microelectronics from the TDA – 
series. In Fig. 1 is a simplified circuit diagram of a TDA2030 
power amplifier is given. As can be seen, the electrical circuit 
is divided into three sections (or stages): input stage, 
intermediate (or driver) stage and output stage. In addition to 
the main amplifier stages, the chip also includes thermal 
protection and current limiting circuits. 
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Fig. 1. A simplified circuit diagram of a TDA2030 from TDA – series. 
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Fig. 2. Block diagram of the proposed macromodel for power amplifiers. 

 

Based on the simplified circuit diagram in Fig. 1, a block 
diagram of the proposed model (Fig. 2) is developed. In Fig. 2 
the block diagram includes an input stage, intermediate stage 
and output stage connected in a cascade structure. Additionally, 
three blocks are connected to the structure, providing the 
midpoint of the model, the floating ground and the supply 
voltage rejection ratio. According to the complexity of the 
amplitude-frequency characteristic of a concrete amplifier, the 
number of frequency-shaping stages can be increased, as well 
as it can be change the structure of the stage modeling the 
suppression of the pulsations of the supply voltage. 

B. Pspice implementation 

To develop PSpice macromodel for monolithic power 
amplifiers simplification and build-up techniques for macro-
modeling of operational amplifiers is used. Based on the block 
diagram, given in Fig. 2, the macromodel is implemented as a 
two-level hierarchical structure. The higher-level block 
diagram with the modeling parameters is defined as black box.  

The equivalent circuit (lower-level) includes both standard 
PSpice components and analog behavioral modeling (ABM) 
blocks. The usage of ABM blocks, such as various controlled 
sources, provides the implementation of linear and non-linear 
mathematical functions in the PSpice program. The external 
interface terminals of the circuit are non-inverting input 
(input+), inverting input (input–), an output terminal (out), 
supply voltage ripple rejection terminal (SVRR), positive power 
supply (+Vs), and analog ground (GND).  

C. Modeling Parameters and Verification 

The proposed macromodel is developed using simpli-
fication and build-up techniques for macromodeling of 
operational amplifiers and simulates the basic static and 
dynamic characteristics, including input impedance, small-
signal frequency responses at various voltage gains, output 
power versus supply voltage, slew-rate-limiting, voltage 
limiting, output offset voltage versus supply voltage ripples and 
output resistance. Further, the macromodel also takes into 
account ground reference voltage in the amplifier at a single 
power supply voltage. 

The accuracy of the model has been verified by comparing 
the simulation results of the electrical parameters with 
corresponding measured values by experimental testing of 
sample circuits. The comparative analysis shows that the 
relative error for the modeled large-signal parameters is less 
than 15%. Moreover, an error of 15% is quite acceptable, 
considering the technological tolerances of the electrical 
parameters for this type of analog ICs. 
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EXTENDED ABSTRACT 

To surmount the semiconductor device scaling limitations 
new device structures and new materials are being developed 
and implemented. One representative of the above solutions is 
the junctionless nanowire transistor invented by J. P. Colinge in 
1996 [1]. This transistor is very perspective because it enables 
the best possible channel control by the gate and consequently, 
utmost control of short-channel effects [2] with maintaining 
compatibility with existing CMOS technology. 

The transistor is junctionless because its channel is a 
nanowire [3]. The current in the channel is controlled by the gate 
voltage applied over the nanowire. The nanowire is highly doped 
to enable enough carriers for the channel current when the 
device is on and the nanowire is thin to enable full depletion of 
carriers when the device is off; depletion is caused by the work-
function difference between the gate and the doped Si.  

Technology modeling of junctionless transistor structures is 
carried out in commercial software suits such as COMSOL [4], 
Synopsis Sentaurus [5], etc. These models are based on the 
equations of Poisson and Boltzmann. The research focus so far 
is mainly on the impact of channel thickness and channel width 
upon charge distribution and carrier concertation [6]. These 
concentrations shape the IV characteristics of the transistor. 
Furthermore, the impact of the randomly distributed dopant in 
the nanowire is also studied [7].  

The influence of the charge distribution along the nanowire 
over the IV characteristics of the junctionless transistor is not 
well enough studied. In this paper we investigate the influence 
of the channel length (under the gate) upon the charge 
distribution and carrier concertation in the nanowire.  

For this reason, we constructed a simplified 3D model of the 
junctionless transistor consisting of highly doped Si-nanowire 
covered with SiO2 layer with software defined terminals of 
source, drain and gate. In all simulations we have constant 
thickness, length and width of the nanowire as well as the oxide 
layer. We vary the gate length along the nanowire. 

We modeled characteristics of a nanowire for 7 gate lengths: 
10, 20, 30, 40, 50, 60, 70 nm. For each gate length we set VDS = 
0.05 V and we vary VG between 0.1 to 0.8 V. A number of 

parameters such as carrier confinement, effects of parallel and 
transverse field-dependent mobilities, and carrier scattering due 
to Coulomb effects, acoustic phonons, impurity doping profile 
and surface roughness influence the transport process in the 
active regions. 

The developed 3D model of a simple nanowire junctionless 
transistor is in a good agreement with the models presented by 
other authors. It demonstrates the quantum confinement effect 
for the silicon-oxide interface. These effects implemented in the 
model result in accurate description of transistor behavior. The 
analysis of the function of electron concentration versus gate 
length proved that it is desirable to use transistors with as small 
gate length as possible. 

This paper is part of the research within the RADICAL 
project funded by the European Union’s Horizon 2020 Research 
and Innovation programme under Grant Agreement No. 899282. 
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EXTENDED ABSTRACT 
In this study, a laser headlight power supply unit (LHPSU) 

was used to drive the InGaN-based laser diode for high-beam 
headlights. Due to an vehicle battery supplies power source to 
the LHPSU, the changeable battery voltage has to be considered. 
Therefore, the LHPSU employed a buck–boost converter (BCC) 
as the LHPSU power stage. This power conversion topology can 
achieve  a buck or boost conversion for the ignition and driving 
of the laser diode. Otherwise, an LHPSU constant-voltage or 
constant-current (CC) output mode can be implemented using a 
voltage error amplifier (VEA) or current error amplifier (CEA) 
control, and the CEA with a four phase gain (FPG) control 
strategy can mitigate the ignition current spike when laser diodes 
are under the high ambient air temperature (AAT) and decreased 
forward cut-in voltage. 

In Fig. 1, the LHPSU system possessed with the the BBC, 
an BBC controller, a voltage divider, a current detection shunt 
Rshunt, a voltage signal amplifier (VSA), and a CEA. The input 
side of the LHPSU can input the DC power from an on-board 
battery. At the LHPSU output side, three laser diodes collocated 
with condensing lenses can emit laser beams with a wavelength 
about 450 nm, which can be projected to a yellow phosphor for 
generating white light.  
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Fig. 1.  LHPSU system configuration. 

The output current stability of the LHPSU can be controlled 
through the CEA with the proportional-integral (PI) control, 
which can provide the high low-frequency gain, the phase 
margin of 45°-tolerance, and the small steady-state error. 
However, the LHPSU operates in the buck mode, the integral 

operation of the PI causes the ignition current spike. If the spike 
exceeds the maximum operating current of the laser diode, the 
semiconductor materials are damaged resulting in OOP decay. 
To improve the tardy defect of the CEA from the integral 
operation, this study proposes an FPG control. Using the FPG 
technology, the CEA can change control processes to 
implement the soft-start (SS), proportional (P), maximum low-
frequency gain (MLFG), and PI controls. 

Fig. 2 includes a control block diagram and control circuit. 
for the CEA with the FPG control. Fig. 1 indicates that the 
driving current of the laser diode can be detected using a Rshunt 
to become a voltage signal, which can be amplified using a VSA 
to obtain the output voltage Vis. Thus, the CEA can compare the 
Vis with a current reference voltage VIld(ref) to generate an error 
signal Vcec, which can control the PWM module inside the BBC 
controller. In consequence, the PWM module outputs PWM 
signals to driver power switches, and then the LHPSU output 
voltage and current can be control by the PWM module. 

This study proposes an FPG control process for the CEA 
operation. The ignited current spike was effectively 
suppressing. 
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Fig. 2.  CEA uses FPG control. (a) Control block diagram. (b) Control circuit. 
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Abstract—Lead-free thin film perovskite solar cell is fabricated 
and characterized in terms of short-term stability at temperature 
and light exposure intensity variations. The performance of the 
proposed energy harvesting element is analyzed for its 
applicability to charge a supercapacitor. Two possible power 
management systems are studied and recommendation for using is 
given based on the charging rate. It is found that the combination 
of quantum dots with lead-free perovskites expands the absorption 
in the visible spectrum below 500 nm, which improves the spectral 
sensitivity of the cell and stabilizes its response at white light. It is 
found that the power processing system with discrete components 
exhibits maximum charging rate of 1.2 mV/min, vs. 53 μV/min 
obtained with monolithic DC-DC convertor, which results in faster 
reaching the full capacity of the supercapacitor for less than 5 
hours (the typical charging time of the selected storage element). 
The temperature instability of the output electrical power during 
this time is 1.8 %/oC at maximum light intensity of 10 000 cd/m2. 
This is superior, when compared to the non-perovskite thin film 
solar cells, exhibiting typical instability values of 2-2.2 %/oC.  

Keywords—solar energy harvesting; lead-free perovskites; thin 
film solar cell; DC-DC converters; power management 

EXTENDED ABSTRACT 

Studies on the application of lead-free perovskite solar 
energy harvesters in power management systems have not been 
conducted yet. In this paper, both the temperature and the light 
intensity were varied and their effect on the short-term stability 
of the open-circuit voltage and electrical power, produced from 
novel LFPSCs was monitored. The cell was connected to a 
supercapacitor (SC) through a suitable power management 
system to demonstrate the short-term stability by charging it, and 
thus proving the applicability of the lead-free materials as thin 
film ultralow-power solar energy harvesters.  The structure of 
the fabricated solar energy harvester is shown in Fig. 1. The 
proposed structure of low-power management system was 
experimentally tested, and the experimental setup is shown in 
Fig. 2. Block diagrams of the studied power management 
system, which can be used for the fabricated thin film solar 
energy harvesting device are shown in Fig. 3 and Fig. 4. Fig. 5a 
and 5b show the SC charging dynamics in the case of low-power 
management system from Fig. 3 and Fig. 4, respectively. The 
circuit with discrete components is simpler, and easier to 
implement. It can be used with a small number of solar cells, as 
the charging time is significantly shorter and can operate with a 
low current (up to several µA). However, for them the maximum 

charging voltage is limited and depends on the value of the input 
voltage and the voltage drops on the electronic elements used. 

Fig. 1. The structure of the 
proposed LFPSC. 

Fig. 2. Experimental setup of one of the 
proposed power management system for low-
power solar energy harvesters. 

 
Fig. 3. Block diagram of a power management system intended for low-
power solar devices with monolithic element. 

 
Fig. 4. Basic charging circuit with discrete components for low-power solar 
devices with discrete components. 
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Fig. 5. Data extraction for the SC voltage as a function of the charging time 
using power processing system: a) with a monolhitic DC-DC converter; b) with 
discrete components.  
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EXTENDED ABSTRACT 

The article presents the multi-element electronic system for 
the “Personalized Protective Thermally Active clothiNg 
(sPParTAN)” project carried out by the consortium of the 
Department of Microelectronics and Computer Science of the 
Lodz University of Technology, the Central Institute of Labour 
Protection and the PSA Małachowski company 
(mountaineering equipment producer). The project concerns 
personalised protective clothing for mountain rescuers, 
equipped with functions of automatic heating and harvesting 
energy from alternative sources, which is an innovative 
solution on a national scale. The obtained product integrates 
modern solutions from the field of electronics, IT, clothing and 
labour protection. 

The mountain rescuers need special clothing which 
provides user’s thermal protection. Traditional clothing is 
based on multilayer materials to achieve good thermal 
isolation. This approach is disadvantageous because of lower 
user’s mobility and inconvenience. One can improve clothing 
thermal isolation by the application of active heating 
components. Such solutions are widely used in a wide range of 
commercially available electrically clothes. The described 
heating system is aimed to gather necessary data in real 
conditions for the automatic control algorithm development.  
This system is much more complex than competitive products 
of this type but may be simplified in a final version after 
analyzing the information obtained from in-field tests. 

It is beneficial to achieve the system operation as long as 
possible with the use of just one set of batteries, also in 
unfavorable thermal conditions. The optimization of the 
heating system power consumption is achieved by an advanced 
control taking into account environmental conditions and body 
microclimate. This control requires the use of sensors and can 
considerably increase heating system effectiveness. The types 
and locations of the sensors need to be chosen carefully so that 
their output signals can be correctly read and interpreted by the 
control unit. The control algorithm is supposed to optimize the 
electric energy consumption and adapt to the user’s 
preferences.  

System optimization also requires the power loss in its 
main power converter to be minimized. This required a suitable 

model to be used at the design stage enabling power loss 
estimation in the particular components. An additional system 
operation time increase is to be brought by the use of flexible 
photovoltaic (PV) modules. The use of anthropomorphic 
measurements can be also useful for clothing template 
personalization and its optimization for a given user.   

The system is composed of two main parts: the control unit 
with sensors and the power supply module with heating 
components, Li-ion battery pack and PV modules. The power 
supply module is responsible for power conversion and 
delivery to the heating components and to the control unit.  
The estimated maximum power requirement for the control 
unit is 106.1 mW and for the heating components up to 100 W. 
Thus the efficiency of the main voltage converter, which 
powers the heating components, is critical for the system 
operation time and its value ranges from 95.5 % to 97.0 % for 
the expected output currents. Characteristics of the main 
converter (Figure 1) measured on a prototype showed a high 
agreement with simulations. The resulting system operation 
time is from 52 min to 5 h 50 min and the increase due to the 
battery pack charging by the PV modules can reach 43 min.  

 
Figure 1. System efficiency measured as compared to the main converter 
efficiency estimated by simulation 
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Abstract—Protection relays are essential components in 
distribution networks that are used to protect the interphase faults 
and single-phase-to-ground faults. However, these relays do not 
assurance the protection due to the sharp growing short circuits. 
They may be the result of demanding more and more power usage 
by the commercial and residential users. Overcurrent relay (OCR) 
is the cost-effective and broadly used element in power system 
protection.   In this paper, the design of an overcurrent relay in 
0.18μm CMOS standard technology is performed for the 
protection of the 10-kilo-volts distribution system against the 
undesired currents. In this case, we have considered a time-
reversed type relay where the operation time of the relay has a 
reverse proportion with its current. Firstly, crucial features of the 
relay are converted into digital data using electronic circuits 
including; encoder, analog to digital converter (ADC), multiplier, 
etc. In the next step, using an analog comparator leads to having 
the results of the comparison between the relay nominal-current 
and the actual line current. Finally, the value and the duration of 
the overcurrent are compared with the relay characteristics and 
the output results will ensure the circuit to continue the operation 
or not. Therefore, the proposed relay guarantees the protection of 
the system by overcurrent detection and cutting-off the system in 
the critical situations in a safe and fast way. Simulation results 
through Hspice can strongly prove the proper operation of the 
proposed overcurrent relay.   

Keywords—Overcurrent relay, current transformer (CT), 
CMOS Technology, Analog to Digital Converter, Comparator 

 

I. PROPOSED SYSTEM 

As shown in Fig. 1, the proposed OCR consists of five main 
blocks: an analog comparator, a timer, two registers, a digital 
comparator, and a relay time-current (standard inverse) 
characteristics extraction block. Each block of the proposed 
system is described in detail in the following subsections. The 
operation of OCRs depends on two conditions. Firstly, the 
passing current from the relay (I-Line), measured by CTs, should 
be greater than the relay setting current (I-Setting). Therefore, an 
analog comparator placed at the input of the system, which 
compares two input voltages together. To convert the currents 
into required input voltages for the comparator, two resistors 
should be employed.  Hence, when IL is larger than IS, the 
comparator starts to work. Secondly, the permanent duration of 
the first condition should be greater than the relay activation 
 
 

time (for example, 20 seconds). For this reason, a timer has been 
utilized after the comparator. After comparison, when the 
comparator output changes from “0” to “1”, the timer starts to 
count, and the registers 1 and 2 get the inputs by the specific 
clock pulse. The AND gates are responsible to drive the 
registers. The comparator output is directly connected to one of 
the inputs of each AND gates. When the comparator output is 
“0”, AND gates are inactive, but when it becomes “1”, the clock 
pulse activates the registers through the AND gates. Then, at the 
final stage, registers’ output is compared together using a digital 
comparator. If the value of measured time by register 1 is greater 
than the value of register 2 (A>B), the output of the digital 
comparator becomes “1” and activates the circuit breaker.         

 
Fig. 1. Block diagram of proposed overcurrent relay 

 
Fig. 2. Standard SI features extraction block 
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Abstract—The paper deals with the monolithic integration of a 
power converter phase leg. It focuses on the integration of a power 
phase leg consisting of a VDMOS and an IGBT. This association 
is suitable for monolithic power integration in silicon. Different 
monolithic chips integrating phase legs were proposed and 
discussed in this paper. Interesting advantages can be brought by 
the monolithic integration of the converter phase leg. These 
advantages include power chips realization simplification, control 
of gate transistors with respect to constant voltages. 

Keywords—P-IGBT; N-VDMOS; monolithic integration; 
power conversion; switching cells. 

I. INTRODUCTION 

Currently commercialized conventional power modules are 
generally realized using 2D hybrid packaging technology in 
which two-terminal power dies such as IGBT and PiN-diode 
are soldered on their backside and interconnected using wire 
bonds. A power module is made of a great number of two-
terminal dies that are interconnected by wire bonds. Power 
modules are therefore bulky and their mass fabrication is 
limited in productivity. Wire bonds require an expensive wiring 
operation and are a source of reliability problems [1]-[3]. 
Moreover, they are a source of stray inductance [4] that limits 
the frequency of operation of the power modules. 

In this paper, new multi-terminal power chips were proposed 
for monolithic phase leg integration. The integrated phase legs 
are illustrated in Figure 1. The converter of Figure 1 is a current 
reversible DC/DC buck converter. In the case of Figure 1, the 
phase leg consists of a high side P-IGBT and a low side N-
VDMOS. 

II. PRINCIPLE OF THE APPROACH  

By mutualizing the backside N+ regions of a P-IGBT and an 
N-VDMOS, the monolithic chip of Figure 2.a is proposed. It 
consists of a vertical N-VDMOS and a vertical P-IGBT 
separated by deep but not through silicon trenches [5]. This 
latter can be filled by an insulator [6]-[7] (Figure 2.b). The same 
principle stands for a P-VDMOS and an N-IGBT by 
mutualizing the common P+ backside region (full paper). 

Figure 1. Converter leg typical applications for the DC/DC buck converter 

(a) (b)
Figure 2. Cross-sectional view of the proposed monolithic chip integrating the 
phase leg P-IGBT (high side) and N-VDMOS (low side) (a), N-IGBT (low side) 
and P-VDMOS (high side) (b). 

III. CONCLUSION 
In this paper, original monolithic chips integrating converter 

phase legs were proposed. From the technology process 
realization point of view, these multi-terminal chips do not 
require the realization of through silicon deep trenches [6] and 
therefore their realization is not complex. The operating modes 
of the chips were validated in a boost converter application 
using 2D Sentaurus™ mixed-mode simulations.  The design 
approaches were illustrated and validated in an a 100V, 48A 
application. An improved version of the multi-terminal chip 
was proposed. It uses a depletion mode P-MOS transistor in 
series with the P-IGBT in order to limit the current through this 
latter mainly in the case of a short-circuit condition and 
therefore prevents P-IGBT latch-up.  
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EXTENDED ABSTRACT  

The main components of solid state light sources are LEDs. 
Manufacturers of these semiconductor devices provide 
information on the parameters of the LEDs they produce, 
including the value of the emitted luminous flux and spatial 
radiation patterns. However, the luminous flux emitted by a 
single LED has a low value. Therefore, in the construction of 
lighting systems, typically LED modules are used, containing 
from several to several dozen LEDs placed on a common base. 
For such systems, the emitted luminous flux is not equal to the 
sum of the luminous fluxes emitted by each of the used LEDs. 
Therefore, in order to determine the parameters of the emitted 
light, it is necessary to perform the appropriate measurements. 

The classic method for measuring the luminous flux 
emitted by electric light sources requires the use of a 
photometric sphere and a radiameter. However, this method of 
measurement does not allow determining spatial radiation 
pattern. The way to measure spatial radiation patterns is to use 
a goniometer.  

Spatial radiation patterns of power LEDs, LED modules 
and LED lamps were measured with the use of the goniometer 
constructed by the authors. As an example spatial radiation 
patterns of the rectangular LED module containing 8 LEDs is 
presented. 

For rectangular modules, the arrangement of the module 
may have a significant influence on the measurement results. 
Fig. 1 shows the spatial radiation patterns of a rectangular LED 
module containing 8 LEDs arranged in two rows of 4 LEDs. 
Measurements are made with the tested module mounted in 
two perpendicular axes. 

As can be seen, spatial radiation patterns measured by 
mounting the module along the short and long axes of the 
module differ from each other. This means that the photometric 
body is a revolving body. It can be seen that the characteristics 
measured along the short axis of the module are characterized 
by a greater beam angle. The differences in the luminous 
intensity values obtained for the selected viewing angles differ 
even twice and are particularly clearly visible for high values 
of the viewing angle. 

Of particular interest are the results of the measurements 
carried out for solid state light sources containing a high 
number of LED dies. For example, in an LED containing 4 
independently power supplied semiconductor dies and a 
common lens, spatial radiation patterns are obtained with the 

shape depending on the number of simultaneously power 
supplied diodes. The shift in the direction, in which the 
maximum radiation intensity is observed, is even 15o. 
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Fig. 1. Spatial radiation patterns for the LED module containing 8 LEDs 

LED modules containing connected in series LEDs placed 
on the circle of the small diameter exhibit the same shape of 
spatial radiation pattern as the individual LEDs contained in 
these modules. In turn, rectangular shaped LED modules 
exhibit different shapes of spatial radiation patterns depending 
on the spatial orientation of the axis of this module. Such 
modules have a wider range of the viewing angle, in which the 
highest illuminance is observed, in relation to the LEDs used to 
construct these modules. 

LED lamps, depending on their purpose, may be 
characterized by significant differences in the values of the 
viewing angle. Also, some of the LED lamps show differences 
in spatial radiation patterns measured when the goniometer arm 
is moved in different axes. These differences are slight and do 
not exceed a few degrees.  

Based on the measured spatial radiation pattern and 
illuminance measurements, values of the emitted luminous flux 
were determined using the method described by us in. 
Comparing the obtained results with the values declared by the 
manufacturer, it was found out that this method allows 
obtaining the correct values of the luminous flux only when the 
photometric body of the emitted light is a rotating body. Thus, 
it can be used successfully for light sources containing 
individual LEDs or LED modules containing LEDs situated on 
a circle. 
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EXTENDED ABSTRACT 

Chronic respiratory diseases, including respiratory tract 
diseases - chronic obstructive pulmonary disease (COPD) 
and asthma - are leading in terms of morbidity, mortality, 
and consequently increased economic and social costs. 
COPD is a disease resulting from an abnormal response of 
the lungs to irritants in the air. It is a common disease that is 
preventable and, if it occurs, can be effectively treated. 

The topic of air pollution has been intensively studied; 
infrom 2015 to 2021, more than 327,000 publications 
related to this topic were published in the PubMed database, 
which indirectly indicates the extent of the problem. In 
recent years, there have also been studies on the impact of 
pollution on the development of acute as well as chronic 
diseases. An analysis of 10 European cohorts showed an 
association between transport-related air pollution and 
pneumonia, and to a lesser extent otitis media in the first 2 
years of life. The harmful effect of environmental factors is 
known in interstitial lung diseases (ILD) such as asbestosis 
and silicosis. Recently, also air quality has been indicated as 
a probable risk factor for the development, progression as 
well as exacerbation of interstitial lung diseases through 
oxidative stress, impaired fibrogenesis, and induction of 
inflammation. Among ILDs, air quality probably plays the 
greatest role in lung fibrosis itself. 

The effects of poor air quality on the respiratory system 
are undeniable and multidirectional. Some conclusions 
should be approached with some caution, especially when 
results are inconclusive. Unfortunately, there are no studies 
that can be standardized because of the influence of many 
variables: different types of pollution (traffic, railroads, 
factories), climate, wind influence, population behavior 
(time spent away from home), the susceptibility of 
individuals (asthma, COPD). This topic requires a deeper 
local analysis, especially considering that in Poland air 
pollution contributes to 26,589 premature deaths per year. 
Various projects are currently being implemented to 
improve air quality - replacement of coal stoves, signs 
informing about current measurements, free public transport 

when levels are exceeded. Some countries predict that soon 
it will be possible to predict the occurrence of acute health 
events based on monitoring gas concentrations, and thus 
provide necessary medications, and prepare medical 
personnel. 

The purpose of the work is to developed two sensors, 
based on piezoelectric and resistive elements, used to 
measure the respiratory signal from the thorax. As a result 
two innovative methods of monitoring respiratory 
parameters and cough incidents for patients with respiratory 
failure, caused by asthma or covid-19. The first sensor was 
made of the piezoelectric membrane, and the second uses 
conductive elastic rubber that changes its resistance when 
stretched. Both sensors were placed on the patient’s chest 
using a specially designed for this purpose belt.  

Simultaneous biomedical signals were recorded in 
laboratory conditions for various measurement methods, 
which showed chest movement during breathing in healthy 
people with the simulation of difficult measurement 
conditions, such as shallow and rapid breathing, slow deep 
breathing combined with apnea, and in the presence of 
motor disturbances. The obtained results for both 
measurement methods allow confirming a satisfactory 
immunity to movement disturbances and correct detection in 
extreme measurement conditions such as fast and shallow 
breathing and apnea while the piezoelectric method, enables 
recording with better resolution in conditions of fast and 
shallow breathing. Both piezoelectric and resistive methods 
are correct for creating sensors that monitor basic patients’ 
respiratory parameters. Their additional advantage is the 
simplicity and low cost of production which may be 
important in examining geriatric patients and neonates 
however piezoelectric is cheaper and less burdensome 
during the long-term recording of respiratory parameters 
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Abstract—In this paper, the application of Support Vector
Machine (SVM) on multiple car crash situations for improved
decision of saftey applications, e.g. airbag control systems is
presented. The intention of the paper is to show how state
of the art products use ML for safety critical applications. It
is the goal to avoid the deployment of an airbag. We use a
(Multiclass) Support Vector Machine to account for an improved
classification. Various multiclass classification methods are rated
and the two methods One-Versus-Rest and One-Versus-One are
benchmarked in terms of quantities as test error, training time,
memory consumption and misclassified crashes. All methods are
applied to real measurement data of car crashes for the type
of full frontal crashes in various conditions. We will show that
One-Versus-One performs best. The method is able to classify
car crash situations and improve the detection possibility. This
allows for active and passive occupant safety components in the
automotive area.

Keywords—Machine Learning, Support Vector Machines, Mul-
ticlass SVM, Car Crash Detection

SUMMARY

Active and passive occupanty saftey systems allow a dra-
matic drop of traffic fatalities. An intelligent system has to take
various steps of the sensor information of a car into account
and decide if an airbag is fired or not. By doing so, the injury
rate may be significantly reduced and many lives might be
saved.

In this paper, it is the goal to avoid the deployment of
an airbag. For this we evaluated a Multiclass Support Vector
Machine (MSVM). The training of the MSVM is done offline
using labeled data. The implementation takes place as an
additional feature within the ECU (Electronic Control Unit),
which then is checked for plausibility with other sensor signal
inputs for a final decision.

Furthermore, a strategy for the continuous sensor signals
into discrete decisions has to be considered, to perform classi-
fication with the required time of a decision making to fire the
airbag. In the case of a firing event, this has to be done at a
specific point in time, such that the airbag can inflate right in
time to protect the passengers of the car. For this, the decision
for not firing has to be done until this time.

The challenge is to distinguish between such crash types as
visualized in Figure 1 with the constraint of a decision after
a certain time. Such a decision of the overall system for fire
has to be made within a few milliseconds. If one compares
now the sensor signals as shown in Figure 1, the acceleration
signals are hard to distinguish. Even the integrated signal is

Fig. 1. Sensor signals (features [1], [2]) for the acceleration of AZT (green,
no fire), FF56 (blue, fire) and ODB64 (red, fire) crashes.

challenging to separate. Furthermore, one has to take tolerance
into account, e.g. life time drifts of the sensors.

We show, that it is possible to implement a MSVM with the
One-Versus-One method into an ECU as additional feature to
improve the classification for avoiding the airbag deployment
and save costs. Furthermore, the amount of required Support
Vectors is roughly half compared to the One-Versus-Rest
method. This allows for realization into a micro controller
system, considering memory and computation cycle time con-
sumption.
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EXTENDED ABSTRACT

A growing number of flying devices such as drones, and the
related increased probability of collisions, require equipping at
least some of these devices with autonomous radars capable of
signalling a possibility of a collision. It is of particular impor-
tance in the absence of optical visibility. Such radars must: (i)
not interfere with other radars and telecommunication, (ii) be
relatively inexpensive, (iii) be low in weight and (iv) be able to
detect weak echoes cooccurring with strong reflections from
large objects.

The construction developed by the Onboard Telecommuni-
cation Electronics for Spacecraft and Transportation Research
Team of Wrocław University of Science and Technology is
intended for Class 3 drones. In such drones, some hardware
modules employed in motoring radars, with a range of a few
hundred meters, can be used. In Class 3 drones, the radar range
must enable its operator to correct the flight trajectory within
30 seconds. This implies that the range of such a radar must
be longer than 1 km. Certainly, a longer range is desirable.

At the same time, it is a good assumption that such a radar
should be able to detect, from a distance of at least 1km and
with the probability of at least 90%, objects with the same
RCS (Radar Cross-Section) as that of the object on which it
has been installed. Moreover, detection of clutters from clouds
and ground objects is also useful in this type of radars. The
expected final result is also largely affected by an approach
preferring the miniaturisation of the hardware component of
the radar by using advanced digital systems such as FPGA,
SoC or Integrated IF Transceiver 2x2 MIMO.

The paper presents the idea and the solutions for the
construction of the above type of radar developed by the team.
The principal hardware modules of the anti-collision Enavi
radar are shown in Fig. 1

Fig. 1. The principal hardware modules of the Enavi radar.

Its vital element is software enabling flexible substitution
of some elements of the solution depending on the changing
environmental conditions. In order to choose the best-in-class
solution, especially as regards the used probing signal, the
algorithm of statistics determination on which echo detection
will be based, and detection itself, a programming model of
the radar has been prepared. It is meant to enable a quantitative
assessment of radar performance. Based on measurements
performed with the usable model of the radar, a number of real
characteristics of the transmitter, telecommunication channel
and the receiver can be included in the simulation software.
A lot of characteristics of the Enavi radar are determined
by the employed hardware. Nevertheless, there is significant
flexibility when it comes to the emitted signals and the
execution of the detection block.

The developed usable model of an anti-collision radar
currently enables registering signals reflected from objects
with the use of external recorders, and partially – detecting
these objects. A considerable number of the obtained object
detections are satisfactory. Although the conducted work is
well advanced, it cannot be regarded as completed yet. There-
fore the presented simulation results should be treated as an
outline of possibilities rather than a description of the target
properties of the radar.
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Institute of Microelectronics and Optoelectronics

Faculty of Electronics and Information Technology
Warsaw University of Technology
Koszykowa 75, Warsaw, Poland

Email: marek.niewinski@pw.edu.pl

Wiktor Szczerek
Institute of Microelectronics and Optoelectronics

Faculty of Electronics and Information Technology
Warsaw University of Technology
Koszykowa 75, Warsaw, Poland

Abstract—The problem of measuring the concentration of
gaseous chemical compounds in the air - especially these poten-
tially dangerous to human life - is studied extensively. The main
goal of this work was to design, build and test a cost-effective
system that can measure the concentration of different gases and
additionally notify the user when a specified threshold value is
exceeded.

Keywords—Gas sensors, Microcontrollers, GSM.

I. INTRODUCTION

Any chemical, in either gas, liquid or solid form, has the
potential to cause harm to humans. In this work we will
focus on detecting potentially toxic gases that can be found
in typical human living environments (e.g., homes, offices,
factory spaces, and auto-mobiles).

Most gas monitoring systems permanently integrate sensor
for specific gas.

In this work we present the concept of a portable gas
detector which can use easily changeable gas sensor module.

The electrochemical sensors were chosen as basic measur-
ing elements, because of their extremely low (almost zero)
power consumption (flow of electric charges is the result of a
chemical reaction inside the sensor).

II. SYSTEM DESIGN

The following assumptions were made during this work:
• the system will measure gas concentration, collect and

analyse the obtained data and inform the user about ex-
ceeding the defined concentration level, if such a situation
occurs,

• notification of exceeding the above-mentioned level
should be transmitted quickly and over long distance;
additionally, the system should inform about such an
event directly, by means of light or sound,

• the system will be designed with low power consumption
in mind, so that it can be powered by batteries or
accumulators,

• the system will cooperate with sensors dedicated to
different types of gases.

To fulfill all above requirements it was decided that the
system will consist of two separate but cooperating units. The

first, called base unit, measures and analyzes the signals sent
by the sensor, transmits data inside and outside the system,
has a power supply and a memory for a sufficient amount
of configuration information to identify a given sensor. The
second unit will contain a specific gas sensor and additional
conditioning circuitry. This idea is illustrated in figure 1. Such
a design makes it possible to use various gas sensors with the
same measuring unit.

Base unit Measuring unit

GSM

EEPROM

μC

GAS SENSOR

conditioning 

circuitry

SMS

ADC

Fig. 1. Block diagram of the proposed portable gas detection system.

III. TESTS AND MEASUREMENTS

To validate the correctness of a proposed solution two types
of gas sensors where tested:

• Carbon monoxide
• Ethanol - C2H5OH

IV. CONCLUSION

The new concept of a microcontroller based system for
monitoring gases was proposed, build and practically tested.
It’s main advantages:

1) portability due to low power consumption,
2) quick adaptation for work with electrochemical sensors

for different gases.
The performed measurement tests for carbon monoxide and

ethanol show sufficient accuracy, especially when the system is
used as an alert device for notifying the user about exceeding
the defined gas concentration level.
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I. INTRODUCTION

In this paper, a supplementation and further study of an
intrusion detection system (IDS) proposed by us. The IDS
monitors an area within the operating system to scan for
modifications to the program files. It is based on the negative
selection algorithm and it utilizes a random method and
modified template methods to generate the receptors. In the
paper, the anomaly detection probability impact of the addition
of a second 16-bit ”helper” receptor set is discussed. New
experiments have been conducted to show the effectiveness
of the system with regard to real infections, and have been
analyzed.

II. THE PROPOSED IDS

The intrusion detection system is a solution designed to
detect modifications of files in the operating system. An
illustration of the general construction of the IDS is shown
in Fig. 1.
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Fig. 1. A diagram of the IDS.

The IDS monitors a specific location in the operating
system, as per the user’s configuration, and scans the files
contained within to check for possible intrusions in the form

of program modifications. The control unit (CU) is responsible
for directing the work of the two main system blocks: the
receptor generation unit (RGU) and the anomaly detection
unit (ADU). When the system is launched, the CU utilizes the
RGU unit first. The RGU is responsible for generating the sets
of receptors that the files will be checked against afterwards.
After generating the receptor sets, the CU utilizes the ADU
to scan the monitored files for anomalies.

III. DETECTION PROBABILITIES

In the previous papers, we investigated the worse-case-
scenario practical detection rates for the proposed IDS. The
methods that have been used were the random generation
method and variants of template-driven techniques. As a
follow up to these experiments, a statistical approach is applied
and the results are discussed.

IV. NEW EXPERIMENTAL TESTS AND ANALYSIS

To supplement the previous research on the proposed IDS,
new experimental tests have been conducted and analyzed.
Whereas the previous work focused on clinical worst-case-
scenario tests of the proposed system with anomaly sizes of 1
B to 12 B, this time real-world tests in a virtual machine have
been carried out. The research includes testing the system’s
detection rate for 15 real malware samples.

V. CONCLUDING REMARKS

The detection probabilities and the detection rate for the
experimental tests are concluded. Further work can be carried
out to experiment with infections that are not 8-bit bound
placement wise to observe how the system effectiveness would
be affected.
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EXTENDED ABSTRACT 

Analysis and design process of systems is time consuming 
and require to have knowledge about appropriate software 
tools. One option is to create additional tools to ease process 
of design, but in this case you are unlikely to get better results 
than using the existing ones. Relying on existing software 
tools usually burdens researcher to get accustomed to them. 
Additionally process of configurations can be problematic. 

This paper is result of my research which is focused on 
approximation modeling and analysis of software correctness. 
Part of research include gathering informations about methods 
such as Markov Chain, Markov Process, stochastic Petri net, 
Probabilistic Timed Automata and software tools which 
allows to presents formal modelling for embedded systems 
examples.  

Main goal of creating this paper was to explain basics of 
formal modelling and introduce existing software tools to ease 
process of analysis and design for such methods as Markov 
Chain, stochastic Petri Net and Propabilistic Timed Automata. 
Software tools presented in this article is not only limited to 
aforementioned methods and can be used also to their 
variations and extensions. 

Researcher responsible for creating this paper observed 
few problems with gathered informations. One of the problem 
is that different scientist had different definitions of the same 
formal method of the timed automata but diagram scheme was 
the same. Another problems which occurs in articles of 
different scientist is that methods are not fully described in 
articles. Lack of good exemples can cause incomprehension of 
algorithms. 

 

Section II of the article contains simple explanation of 
theory by showing examples of graphs or calculations. It 
explain in simple manner abou  markov property, markov 
chain, stochastic petri nets, probabilistic automata (PA) and 
probabilistic timed automata. This section can be useful for 
student or scientist which want to learn basics regarding 
probabilistic formal methods.  

Section III of the article contains short introductions and 
comparison of software tools which are considered useful 
from perspective of my research focused on formal modelling. 
During testing of software and gathering information, 
researcher responsible for this paper observe few things. One 
of them is importance of software version. For example 
GreatSPN in version 1.6 is multi platform and is also available 
on windows, but in version 3.0 it is limited to linux and 
MacOS only. Additionally researchers responsible for 
software development depending on software also attach 
scientific publication regarding theirs tools (Best examples are 
Prism and UPPAL web pages).     

This article describe short introductions to probabilistic formal 
methods and software tools which are intended to help 
researchers during process of analysis and design of real time 
systems. Additionally article describe recent state of art of few 
example articles for formal modelling usage. 
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Abstract—The goal of this article is to present the IT platform 
that was designed and developed for control and monitoring of 
the thermally active clothing. It consists of several independent 
components: mobile application, web application, server with a 
database and data analyzer. First part of the article presents 
structure and functionalities of the components as well as the 
communication protocol. Following part of the article presents 
conducted experiments, preliminary conclusions and future 
challenges for system authors. 

Keywords—distributed control and monitoring system, 
thermally active clothing, thermal control 

I.  OVERVIEW OF THE SYSTEM 

The work of mountain rescuers is very often performed in 
difficult conditions. The terrain and remote nature of rescues 
resulted in the development of many specific equipment. The 
basic element of equipment is clothing. Mountain rescuers 
currently are using passive, general-use hiking clothing. Taking 
into consideration the characteristic of rescue conditions (long 
hours of action at low temperatures and high humidity) it 
requires personalized and specialized thermally active 
protective clothing. The first idea that comes to everyone’s 
mind is that the clothing should be heated so that it will 
improve the user’s thermal comfort.  

The authors of the article are conducting the research on 
“Personalized Protective Thermally Active clothiNg 
(sPParTAN)” financed by Polish National Centre for Research 
and Development. The system under development consists of: 
the electronic part (embedded microprocessor system, textile 
heaters, intelligent power supply circuit, additional 
photovoltaic power supply) – subject of a dedicated publication 
and comprehensive IT platform that allows for full control and 
monitoring of the intelligent clothing.  

The aim of this article is to describe in detail the IT part of 
the project.  

The core element of the platform is the database. It is used 
by two separate modules: data analyser and thermal model 
generator and backend application. The later serves as an entry 
point for Frontend application and Mobile application.  

 

Mobile application controls the experiments and at the 
same time serves as a hub that gathers data from four data 
sources: Smartwatch, GPS sensor, Weather API and finally 
Embedded System with 5 types of sensors (under clothing 
temperature and humidity sensor, external temperature sensor, 
accelerometer, gyroscope, magnetometer, pressure sensor). 
Mobile application includes a module for automated control of 
the heaters in clothing. The module contains subsequent 
versions of the algorithm that is successively developed in the  
other component of the system (Data analyzer and thermal 
model generator). 

The next element of the IT system is the web application. 
The functional description of the application includes the 
following elements: enabling stable collection of data, enabling 
validation and correction of transmitted data and making data 
available to authorized users; 

II. RESULTS 

So far, about more than 600 laboratory experiments have 
been carried out. The longest experiment lasted 2 hours and 
the shortest one several dozen seconds.  
Research objectives were limited to posing a few issues:  
 
 assessment of the possibility of using selected sensors 

during typical physical activity in a Sppartan clothing; 
 evaluation of the stability of temperature readings; 
 evaluation of correlation of temperature readings between 

sensors;  
 assessment of correlation between humidity reading and 

user comfort. 
 
Initial system tests showed that all the planned functionalities 
were successfully implemented. The performed experiments 
are recorded on the mobile device, then transferred to the 
database and made available to the data analyzer and thermal 
model generator. Initial measurements showed, however, 
some disturbing trends that will become a field for active 
research in the future. 
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EXTENDED ABSTRACT

The scientific literature predicts the growth of importance
of computations in precision higher than the standard 32/64
bits, i.e., in multiple-precision arithmetic (MPA). MPA can be
considered as a way to tackle numerically difficult problems
(refer to [1], [2]). Unfortunately, MPA requires large com-
puting resources in terms of central processing unit (CPU)
time and memory consumption. Hence, the development of
parallel MPA accelerator is now crucial for the progress of this
branch of scientific computing. This is the direct motivation
for our research aimed at the development of coprocessor for
integer MPA [2]. The coprocessor is developed using the very
high speed integrated circuit hardware description language
(VHDL) as an intellectual property (IP) core. Hence, one
can implement it on field-programmable gate arrays (FPGAs)
of various scales, e.g., on multi-processor system on chip
(MPSoC) platforms combining CPU cores and FPGA within
a single chip as well as on PCIe acceleration cards.

Despite the passage of time, none of the MPA processors
presented in the literature gained popularity and worldwide
success. Furthermore, none of solutions is freely available as
an open-source IP core of a parallel coprocessor for MPA.
Therefore, we have recently released the code of our integer
MPA coprocessor [3], which is available to the public and
licensed under the Mozilla Public License. To the best of
the Authors’ knowledge, this is the only recent integer MPA
coprocessor which is both presented in the scientific literature
and open sourced. In this contribution, we extend these results
by presenting the implementation of our MPA coprocessor
on Xilinx Zynq UltraScale+ (ZU7EV-FFVC1156) MPSoC.
It includes quad-core ARM Cortex-A53 high-performance
energy-efficient 64-bit application processor (based on ARM8-
A architecture) and FPGA. In this paper, we focus on the
acceleration of scientific computations of the discrete Green’s
function (DGF) in computational electromagnetics [1]. The
choice of this benchmark stems from possible applications
of DGF in electromagnetic simulations. Although such a
function can facilitate electromagnetic simulations, it requires
MPA for computations. Furthermore, DGF computations re-
main the current problem of computational electromagnetics.
Therefore, the choice of DGF should enable benchmarking of

the developed coprocessor in realistic and future-perspective
computational scenarios for MPA.

In Fig. 1, measured runtimes are presented for the MPA co-
processor and the ARM Cortex-A53 core for DGF parameters
k = 0 and k = 99 and its varying length n approaching 2000.
To compute DGF for n = 2000 and k = 0 (k = 99), a single
core of ARM Cortex-A53 processor needs 15,156 µs (14,949
µs) whereas the MPA coprocessor needs 3,403 µs (3,352
µs). For these parameters, the developed MPA coprocessor is
around 4.5 times faster than a single core of ARM Cortex-A53
processor within the same MPSoC. Currently, for resources
available on Zynq UltraScale+ MPSoC, the implementation
of thirteen MPA cores is possible in this chip assuming 80%
utilization of FPGA resources.
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Figure 1. Runtimes for DGF computations. MPA coprocessor results overlap
for k = 0 and k = 99.
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sor for integer multiple precision arithmetic,” Electronics, vol. 9, no. 7,
p. 1141, 2020.
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EXTENDED ABSTRACT 

The paper discusses a specialized low-power embedded system 
that records any debug output over the UART interface of IoT 
devices. The acquired data is buffered locally and sent to a central 
server over the GSM network, at a predefined period of time. This 
logging device is battery powered and solar charging is applied to it. 
Certain parameters of the logger can be configured remotely. 

Debugging an embedded system in a laboratory differs 
from debugging it in the field. Little or no helping devices exist 
for those purposes. That is why the author proposes a universal 
data logger for IoT embedded systems. Debugging output is 
transferred over the UART interface of the target 
microcontroller, then written to an SD card, and finally 
uploaded to a custom TCP/IP server at a fixed period of time. 
The logger is controlled through text commands sent over the 
GSM network with the help of short message service (SMS) or 
TCP/IP sockets. The required SIM card must provide an 
Internet connection with enough purchased packets to satisfy 
the target device logging requirements.  

 In theory the system should be thoroughly tested before 
deployed in the field. But practice has shown that some effects 
of the environment itself might lead to abnormal system 
behavior that wouldn't be noticed in the laboratory otherwise. 
Such effects include the decrease in battery voltage due to low 
temperatures, failure of components due to leaked enclosures, 
excessive power consumption due to weak network signal, 
delays in the data transmission due to overloaded network, or 
even network absence due to maintenance. All those events 
usually are witnessed in the field, after many hours of 
operation. A separate, independent device that logs the 
behavior of the target system would be of great help to the 
developer.  

 The logger sends its data with the TCP/IP protocol over the 
GSM network. To keep it universal and flexible, a lot of the 
parameters could be configured by the user, namely through 
three types of interfaces – UART, SMS (GSM) and TCP/IP 
(Internet). This makes the device triple-secured in the event of 
problems with the input/output, e.g. if the Internet of the SIM 
card has been used up (no more available packets have been 
purchased), the short message service could be used for 
commands, and vice versa. The worst case is that both of the 
above-mentioned methods are not available, then the user 

could visit the device in the field and upload all of the logs 
through the wired UART interface to a backup device. To 
make the device robust, two batteries and two solar panels have 
been included. This increases the overall device price but the 
idea behind it is that such loggers would be produced in small 
quantities and would be installed on some, but not all, target 
IoT systems.  

The hardware of the logger is made so that it doesn't 
interfere with the main system's operation. This requires 
separate power supply and separate energy harvesting module. 
It has two solar panels and two batteries. Those components 
are paralleled together to increase the overall energy capacity 
of the logger. A single battery charger with hysteresis is 
provided for 18650-type battery. For GSM network connection 
an A9G module is used. The module is manufactured by the 
company Ai-Thinker and implements a 2G connection. The 
price of the module compensates for the double-redundancy of 
the power supply and makes the total cost of the logger 
acceptable. The charging voltage increases up to 4.2 V which is 
exactly the main rail requirement of the A9G module. For the 
UART input/output an on-board 3-volt regulator is used that 
supplies the pins' circuitry. This type of voltage is compatible 
with most of the modern microcontrollers in the IoT field and 
the user should not be worried about level-shifting circuitry. 
Direct connection is acceptable.  

The A9G module contains a SoC with a 32-bit RISC 
processor capable of running up to 312 MHz, 4 kB of 
instruction and data caches, 4 MB SRAM, on-board radio, and 
external 4 MB Flash. The module uses an RTOS and the 
logger's firmware has three important tasks that carry out the 
main functionality – a timer, an SD card and a command task.  

The GSM logger supports a set of commands that are 
accessible by the user from any of the three possible interfaces 
– UART, TCP/IP and SMS. By the writing of this paper the 
firmware revision is 1.8 and its respective command set 
comprises of 21 commands. Some of the commands have 
queries, i.e. the same syntax of the command, followed by a 
question mark. By receiving an SMS, the logger is 
synchronized with local time which is a part of the SMS 
format.  
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EXTENDED ABSTRACT 

It is incredibly difficult to imagine current world without 
mobile devices. Quick growth of mobile networks and 
technologies had a significant impact on starting using mobile 
devices instead of personal computers by its users. Mobile 
applications started to be more and more popular. 
A big part of them is native and can be used only on given mobile 
systems such as Android or iOS. Due to this problem, the idea 
of hybrid applications started to be more appealing to publishers 
who wanted to distribute their application on many systems. 

Android has become Google’s one of the most important 
projects and the most popular mobile system. Many updates 
were published in over ten-year-old history of Android. Each of 
them offered some new features in many aspects – user interface, 
functionalities, security. 

Native software is developed for a specific platform. In case 
of two most popular mobile systems, such applications are 
implemented using Java or Kotlin (Android) and Swift or 
Objective-C (iOS). The most important pros of native 
applications are: fast running, high efficiency, easier access to 
modules and sensors of mobile devices (e.g. camera and GPS), 
better usage of user interface elements, easy distribution in 
application stores. 

Hybrid applications are a combination of native applications 
and web applications (those which can be run in an internet 
browser). They use an option of displaying websites in a 
WebView component. Hybrid applications can be run on many 
platforms, which eliminates necessity of implementing more 
than one version of an application. 

Java 8 can be used to build mobile applications which can be 
run on Android 7.0 version or newer ones. New features in Java 
8 are generally appreciated by programmers. Due to those 
changes, building applications in this language seems to be 
much easier. This update is considered as the most important in 
the history of Java. 

 Ionic is a web user interfaces framework and its applications 
are based on modular project structure. Ionic uses Apache 
Cordova, especially its plugins which may access mobile device 
modules and sensors such as camera, battery status, vibrations. 
Programmers can also use third-party plugins. 

In order to compare native and hybrid applications for 
Android system, there was a mobile application created in two 
versions. The first one was implemented in Java 8 and the 
second one was built using Ionic framework. The main idea of 
the designed application was publishing and an overview of 
promotions observed in stationary and online stores. 

In order to compare native and hybrid mobile applications 
for Android system there were conducted several tests 
concerning both implementation and efficiency of those 
applications. 

 Building process in case of a mobile application for Android 
systems describes compilation of source code and generating 
APK (Android Package Kit) file which is used to install an 
application on a mobile device. Building a native application on 
average was at least half as fast as building a hybrid application. 

 Speed of running is an extremely important factor in case of 
mobile applications. The hybrid application starting time was 
slower what might be an effect of loading a big number of scripts. 

 Additionally, time of application fragments transition was 
checked. Quick moving between tabs helps achieve an effect of 
smoothness. In both applications transitions were rapid. 
However, in case of the hybrid application they were slightly 
faster as a result of scripts being loaded already during 
application launch. 

 Moreover, the author of this article tested times of processing 
data loaded from REST API which is generally 
a key factor to build a responsive mobile applications. Times 
were counted from the moment of sending a request to the 
ending moment of loading full data in an emulator. Efficiency 
of native applications was clearly higher. In case of hybrid 
applications, the bigger data is, the much longer it is processed. 

 Usage of hardware resources was also tested. Both 
applications took low amount of disk space and RAM. 
In both cases the hybrid application was using it more than the 
native application. 

 Analysis of connection with mobile device modules was 
based on access to localization data. Both native and hybrid 
applications could read such data. In case of the second one the 
data was less precise but obtained more easily. 

Comparison of native and hybrid mobile applications for 
Android system based on conducted tests indicates that the first 
ones have higher efficiency and the second ones should be easier 
to build and maintain. In terms of speed of running, both 
applications were really fast, however times of processing data 
from REST API responses show clear advantage of native 
applications. In many cases the hybrid application was not worse 
than the native application. The option of designing mobile 
applications with Ionic for many mobile systems should be 
considered by publishers despite slightly worse statistics. 
Companies which would like to have very efficient mobile 
applications ought to develop native applications for Android or 
iOS. 
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